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Foreword

Evidence-Based Decision-Making in Health Care: Implications 
and Directions for the Future

In the current political climate, health care is in crisis with no conceivable, long-term 
solution. Its future portends a shortage of primary care physicians with an estimated 
50 million new patients needing basic health care [1]. It is expected that in the next 
decade 40,000 medical providers must be added to the existing 100,000 or the system 
for health care response to expected need will be overwhelmed. While the agenda for 
universal health care and reform has become a major stimulus for political action, 
dentistry has provided concrete advances in knowledge, technology, and mechanisms 
toward credible and practical responses to this crisis.

These advances come in the form of new knowledge and research into oral bio-
markers in screening for systemic diseases with mechanisms to systematically review 
published information for best evidence, and practical models to implement this best 
evidence for service providers and their patients. This implementation is integrated 
into the shared decision-making, patient assessment, evaluation, and treatment plan-
ning encounter occurring within real timeframes and without disturbing practice rou-
tines. The effort of dentistry to provide these workable solutions is particularly 
profound in that the knowledge, mechanisms, and models offered attempt to maxi-
mize effective, efficacious, and cost containment treatment options for patients with 
best health care evidence for all within the dynamics of change in knowledge and 
treatments.

Thus, there is a paradigm shift occurring in the concept of health care practice in 
general and dental practice in particular. The approach to patient-centered care is 
envisioning dental practice as part of primary care, creating a concept in which dental 
practice has expanded to become a center for dental medicine and oral health well-
ness. Evidence of this paradigm shift is the work being done by David Wong in sali-
vary diagnostics. Malamud [2] extols this new approach as “point-of-care (POC)” 
diagnostics that will revolutionize the way a limited amount of resources may be used 
to handle increased patient loads, providing the ability to diagnose disease condi-
tions: reciprocal and inclusive of those performed in diagnostic medicine. Here, 
a “noninvasive, well-tolerated” oral sampling may be used to identify biomarkers 
in diagnosing disease at initial or periodic dental maintenance visits.

As part of primary care, dental providers become part of the interdisciplinary team 
whose responsibility is to manage health care, including dental services, for shared 
patients. This health care management and service delivery may occur in hospital, 
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nursing home, or private practices and clinics. For dentists, or any health care pro-
vider, this requires a knowledge base for interpretation of data and translation of its 
information into service or treatment options. EBR and translational evidence mecha-
nisms are needed to provide trusted best evidence to perform within the dynamics of 
this new concept of dental practice.

There are two major categories within which EBR has provided to meet changes 
in future health care practices. One has been in the reasoning of evidence and the 
other in application of this reasoning to improving patient decision-making in the 
presence of uncertainty about health care options, their value to individuals, and cost 
trade-offs.

Evidence-based advances in reasoning have expanded knowledge or data to 
include the value and application of best evidence to patients and society. Current 
mechanisms include comparative effectiveness research (CER) and EBR. CER may 
be independent or synergistic with EBR. CER both conducts studies and uses system-
atic review analyses to compare similar treatments or procedures in maximizing the 
choice of the most effective cost/benefit option within the context of new evidence [3]. 
EBR uses similar analyses; however, the result is to determine best evidence in maxi-
mizing best outcomes not costs. Clinicians use these advances to promote shared 
understanding and decision-making in providing informed consent as well as oral 
health services and their maintenance along with disease control in individuals, their 
patients [5].

While CER and EBD in health care assist in reasoning individual health and treat-
ment choices during shared-decision making with dentists, translational evidence 
mechanisms explain the development of data, its transformation into best evidence, 
clinical relevance, and meaning in practice. These mechanisms, which rely on human 
information technology (HIT) systems, propose to understand, define, and characterize 
the underlying process involved in clinical decision-making for CER and EBD. For 
health care in the twenty-first Century, the triad of CER-EBD-HIT defines the com-
pact between researcher (research synthesis), clinician (clinical expertise, local long-
term monitoring and implementation of evidence), patients (patient choice and 
compliance) in providing the essential components of the biological, behavioral, 
and social interventions involved in clinical decision-making related to health care 
delivery, and coverage of costs by third-party providers [4].

The future of these advances is profound for patients because dentists and physi-
cians are known for providing services, treatments, and therapies in the nongovern-
mental, private business sector that responds to market forces in maximizing effective, 
efficacious, and cost containment for oral health care and service delivery. Dentistry 
and medicine, as well as nursing and allied health care professions, function as part 
of the primary care – interdisciplinary team systems approach. This is a reality today, 
which will subsist in coming decades.

Therefore, the contributions contained within this book explain the advances made 
in evidence-based and CER for decision-making in health care. This literature pro-
vides the background and knowledge of the development, validation, and implemen-
tation of research methodologies and mechanisms in providing relevant and practical 
solutions for physicians, dentists, nurses, and patients. These advances are timely in 
their promotion of best evidence used in informed consent and assisting the choices 
and trade-offs patients often are required to make when uncertainties in health care 
choices and options arise. The benefit of these developments toward resolving the 
current crisis in health care delivery nationally and internationally is critical and 
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timely as it proffers practical models for translating the best available research evi-
dence to patients and society for improvement in health care and well-being of the 
patient populations we serve.

Janet G. Bauer, DDS, MSEd, MSPH, MBA
Associate Professor and Director

June and Paul Ehrlich Endowed Program 
in Geriatric Dentistry

UCLA School of Dentistry
23-088E CHS, 10833 Le Conte Avenue

Los Angeles, CA 90095-1668, USA
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Just over 10 years ago, the American Dental Association produced its original policy 
statement on evidence-based dentistry (February, 1999). Later that year, a colleague 
at UCLA School of Dentistry, Professor Lindemann, told me “Francesco, you really 
should look into this evidence-based dentistry.” His suggestion changed my research 
direction, and, I suppose, that moment was the true genesis of this book.

Of course, the movement toward evidence-based practice in dentistry had been 
ushered in a few years earlier by medicine (evidence-based medicine). The notion 
had spread fast both nationally and internationally and across fields, and, within a few 
years, one could find common references to evidence-based nursing, evidence-based 
specialties across the branches of health care, and even evidence-based law, econom-
ics, and the like. As I began to explore the field, I was fortunate to develop colleagues 
interested in evidence-based research (EBR) and decision-making in the health 
 sciences in general, and in dentistry in particular, across the globe.

Students and post-docs in my research group became increasingly actively engaged 
in this new and cutting edge field, and we soon published a carefully crafted definition of 
the meta-construct of evidence-based dentistry [1], and of salient issues in this emerging 
field [2]. In 2003, the Brazilian Journal of Oral Sciences invited me to be the guest editor 
of a special issue dedicated to evidence-based dentistry – to my knowledge, the first ever 
peer-reviewed journal dedicating a special issue to evidence-based dentistry. By 2006, 
when the California Dental Association Journal invited me to do the same, evidence-
based dentistry was fast becoming established in the national and international dental 
literature. Working on both these issues was transforming, that is, it gave me a broad 
awareness of the depth of the field, its potentials, impediments, hurdles, and benefits.

It was during that time that my students, coresearchers, and I realized the method-
ological void that still remained to be addressed in the field. We developed the Wong 
scale [3] to assess and to quantify the quality of the research methodology, design, 
and data analysis based on commonly accepted criteria, and soon revised it and 
improved its validity and reliability [4]. We refined our skills in research synthesis, 
and in our ability to generate the best available evidence, be it in dentistry, medicine, 
alternative and complementary medicine, or any domain of the health sciences [5]. 
We realized that, whereas our research group was well versed in obtaining a consen-
sus of the best available evidence, we had done little in terms of utilizing the evi-
dence-based paradigm to optimize clinical outcomes. We were aware of the need to 
fill the gap between clinical practice based on the evidence, patient-oriented evidence 
that matters (POEM), and research synthesis (or, specifically for the field of dentistry: 
research evaluation and appraisal in dentistry [READ]) [6], and endeavored to do 
more in that domain. Hence this book.

Preface
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Upon this fertile ground, an idea burgeoned, which we shared with Stephanie 
Benko at Springer, and the proposal for this comprehensive book addressing cutting 
edge issues about utilizing evidence-based concepts in clinical practice in order to 
optimize clinical outcomes was in the making. Soon, Irmela Bohn (Springer) stepped 
in the project, and we were most fortunate because, without Irmela’s expertise, 
patience, and guidance, the project would have remained just that: an idea – a good 
idea perhaps, but just an idea. I will never be able to thank Irmela enough for her dedi-
cation, encouragement, and superlative hard work along the way.

It was mainly because of her, and through her consistent support that the project 
really took a life of its own. And soon I was discussing it with selected colleagues in 
various countries – from Brazil to Nigeria, from Romenia to the US - inviting them 
to be on the editorial team. Together, we carefully chose the “rose” of experts in the 
field to invite to contribute chapters. Therefore, of course, I must thank profusely my 
friends and colleagues – Drs. Brant, Neagos, and Oluwadara – who worked long and 
arduous hours on this project as coeditors. Without them, the final product would 
never have achieved the level of perfection and excellence it has.

My profound thanks, which I know are shared as well by the coeditors, go to the 
authors of the chapters in this work. They wrote assiduously, edited and perfected 
their chapters patiently responding to each and every one of Irmela’s and my and the 
coeditors’ requests for timeliness, precision, format, and all the possible details one 
could imagine. It is their expertise and their dedication to this project that makes this 
book the superb ouvrage and the timely and critical anthology of evidence-based 
decision (EBD)-making in health care the high quality product that it is.

Los Angeles, California, USA Francesco Chiappelli
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1.1  Introduction:  
Evidence-Based Health Care

1.1.1  The Example of Dentistry

Health care and treatment modalities continue to evolve 
from its earliest introduction in the Western society. In 
dentistry, for example, the concept of oral pathology 
and dental intervention as a field in its own right was 
first articulated by Dr. Pierre Fauchard (1678–1622 
March 1761) [18]. In the last three centuries, three 
periods have characterized the evolution of clinical 
dentistry; the first 200 years, followed by a period of 
five decades or so, leading to the last decade. The first 
“drill and fix” reparative mode focused upon the repair 
of damaged or decayed dental structures, and most 
often the performance of extractions. The second great 
period of dental care emerged as the “prevention” 
model, and integrated specific benchmark measures 
that included the patient dental exam and history, and 
the dentist’s expertise and training, in addition to util-
ity indices, such as cost, risk, overall benefits, and, as 
insurance coverage grew, cost modalities, and most 
importantly novel research evidence. Emerging “magic 
bullets,” drugs, materials, and medicaments were 
developed, tested in vitro, in animal models, with con-
trol human subjects, and eventually in full-scale clini-
cal trials. Evidence mounted in support of this or that 
intervention, and was integrated in the decision mak-
ing of treatment. It was not long before some prided 
themselves to follow this new model of dental care as 
“dentistry based on the evidence” [3, 4, 7, 35].

The sheer amount of new research evidence 
called for articulated guidelines by which the new 
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1

Core Message

It is important and timely to facilitate  ›
 evidence-based decision making that results in 
better patient outcomes, enhanced research 
planning, better products, and improved policy 
development. This book is a compilation of 
the writings of several experts in the field, and 
their collaborators. Each chapter examines 
specific facets of the process of evidence-
based clinical decision making in the principal 
domains of health care, which is subsumed 
briefly here as dentistry, medicine, and nursing.
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information could be identified, evaluated, and syn-
thesized into some form of a consensus of the totality 
of the best available evidence for the purpose of elab-
orating revised clinical practice guidelines (rCPGs). 
Dental care emerged in the late 1990s into its third and 
current period of “evidence-based dentistry (EBD)1” 
[3, 4, 19, 22, 27, 39, 43, 44, 54].

In brief, EBD is now conceptualized as consisting of 
two principal, intertwined, and cross-feeding features:

Identification of the best available research evi dence•	
Integration of the best available evidence into treat-•	
ment intervention

The process by which the available evidence is gath-
ered in response to a given clinical question, and rigor-
ously evaluated, following the stringent protocols of 
research synthesis (RS) [33], for obtaining the best 
available evidence is sometimes referred to as 
 evidence-based research (EBR); and the process by 
which this best available evidence is incorporated into 
clinical practice pertains to evidence-based practice 
(EBPr) (Fig. 1.1).

The best available evidence that is gathered through 
EBR is meant to complement, not replace the set of 
elements that the clinician utilizes in decision-making. 
EBD is simply intended to formulate recommenda-
tions (cf., note 1) for decision making, and not to 

 dictate what practitioners should or should not do.“…
Rather, the EBD process is based on integrating the 
scientific basis for clinical care, using thorough, unbi-
ased reviews and the best available scientific evidence 
at any 1 time, with clinical and patient factors to make 
the best possible decision(s) about appropriate health 
care for specific clinical circumstances. EBD relies on 
the role of individual professional judgment in this 
process…” (ADA Positions and Statements).

Undoubtedly, certain interventions in dentistry need 
not, or cannot be subjected to the evidence-based 
 paradigm. Take, for example, a superficial cavity in the 
enamel compartment of a molar: here an aggressive 
restoration involving a root canal, a crown, or 
an implant is most likely uncalled for. By contrast, 
carious lesions that project proximal to the pulp cham-
ber, will, in all likelihood require aggressive restora-
tion. In this particular case, evidence-based dental care 
is most probably not needed. EBD, and evidence-based 
medicine (EBM) and evidence-based nursing (EBN), 
fundamentally incorporates into clinical decisions for 
treatment interventions and for updating policies a 
plethora of well-articulated information about:

The patient:•	
Dental and medical history −
Wants and needs −
Exam results, symptoms, X-rays, laboratory  −
tests

The health care provider:•	
Training, expertise −
Clinical judgment, experience −
Recommendations −

Utility concerns:•	
Risk/benefit ratio −
Cost/benefit ratio −
Insurance coverage/private payment −

EBD

EBR EBPr

Situations: labs, X-rays,
patient’s needs/wants,
cost/benefit, risk/benefit;
Priorities: coverage, clinical
judgment & expertise     

CEA

Fig. 1.1 Evidence-based dentistry (EBD), and similarly EBM 
(evidence-based medicine) and EBN (evidence-based nursing), 
is composed of two fundamental and intertwined processes: 
evidence-based research (EBR) that seeks to obtain the best 
available evidence, and evidence-based practice (EBPr) that 
incorporates the best available evidence into clinical interven-
tion, and related to cost-effectiveness research analysis (CER, 
aka CEA)

1 The American Dental Association (ADA) Board of Trustees 
examined this new approach to clinical practice and dental care, 
and adopted resolution (B-18-1999) in February 1999 as: “…an 
approach to treatment planning and subsequent dental therapy 
that requires the judicious melding of systematic assessments of 
scientific evidence relating to the patient’s medical condition 
and history, the dentist’s clinical experience, training and 
judgment and the patient’s treatment needs and preferences.” 
The ADA further states that “…evidence-based clinical 
recommendations are intended to provide guidance, and are not 
a standard of care, requirement or regulation…(they serve as) a 
resource for dentists…”
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Best available research evidence:•	
Consensus of the best available research evi- −
dence following systematic reviews (SRs) and 
meta- analyses (RS process)
rCPGs −

EBD requires the synthesis of the available research in 
a process that involves:

Framing the clinical problem as patient-interven-•	
tion-comparison-outcome (PICO) question, which 
permits timely retrieval and critical evaluation of 
the available research literature, and the evaluation 
of validity of the integrated information.
The rigor of process of research integration and •	
synthesis (i.e., inclusion and exclusion criteria; 
level and quality evidence2) [3, 4, 33].
The data from separate reports are pooled, when •	
appropriate, for meta-analysis, meta-regression, 
Individual Patient Data analyzes, and acceptable 
sampling statistics [2, 3, 13, 33, 40].
The data are interpreted from the perspective of •	
Bayesian modeling in order to obtain statistical 
 significance, infer clinical relevance and effective-
ness, and extract Markov estimates (e.g., Markov 
model3).

A recent superbly articulated guide to evidence-based 
decision making for dental professionals presented a 
step-by-step process for making evidence-based deci-
sions in dental practice [19]. The model consists of 
five distinct levels of mastery:

Formulating patient-centered questions – i.e., the •	
PICO question described above
Searching for the appropriate evidence – i.e., the •	
initial step of RS
Critically appraising the evidence – i.e., the core of •	
RS
Applying the evidence to practice – i.e., EBPr and •	
care
Evaluating the process – i.e., evaluating outcomes •	
and policies

Whereas this discussion took dentistry and EBD as a 
model example, it is self-evident that it applies to EBM 
and EBN as well. In evidence-based health care in gen-
eral, the presentation and evaluation of the findings of 
RS in a summative evaluation model is often referred 
to as a systematic review [33], because of the emphasis 
on the systematic gathering of all of the available 

research evidence, and the systematic analysis of the 
level [45] and quality of the evidence [2, 9, 11, 14, 34, 
38], based on established criteria of research method-
ology, design, and statistical analysis [2, 3, 33] (cf., 
note 2). A well-conducted systematic review produces 
a clear, concise, and precise consensus of the best 
available research evidence in direct response to the 
PICO question. The consensus statement permits state-
ments of rCPGs, which in turn lead to evidence-based 
treatment (EBT) interventions, and evidence-based 
policies (EBPo) [4, 5, 7, 12] (Fig. 1.2).

In brief, evidence-based health care rests on the 
consensus of the best available evidence to revise clini-
cal practice guidelines, treatment protocols, and poli-
cies. Because the instruments and the process utilized 
to reach that consensus must be scrutinized, evaluated, 
and standardized, it is imperative that SRs be of high 
quality and follow a rigorous, detailed, and tested RS 
protocol, including that for the acceptable sampling 
and meta-analytical processing of the data [2, 33]. 
Therefore, it is important to develop and to validate 
standards for the evaluation of the quality and reliabil-
ity of SRs and meta-analysis4.

As the EBD/M/N literature grows, multiple SRs are 
produced in response to any given clinical PICO 
 question. In some instances, multiple SRs are concor-
dant in the generated consensus statements; in other 
instances, discordant SRs may arise. In either instance, 
it is becoming increasingly important to refine RS 

2 cf., Criteria for the level of evidence, and the “strength of 
recommendation taxonomy grading (SORT) guidelines” offered 
in the forward of the Journal of Evidence-Based Dental 
Practice.
3 This is usually achieved by means of the Markov model-based 
decision tree. This approach permits to model events that may 
occur in the future as a direct effect of treatment or as a side 
effect. The model produces a decision tree that cycles over fixed 
intervals in time, and incorporates probabilities of occurrence. 
Even if the difference between the two treatment strategies 
appears quantitatively small, the Markov model outcome reflects 
the optimal clinical decision, because it is based on the best 
possible values for probabilities and utilities incorporated in the 
tree. The outcome produced by the Markov decision analysis 
results from the sensitivity analysis to test the stability over a 
range probability estimates, and thus reflects the most rational 
treatment choice [55, 59].
4 e.g., Quality of reporting of meta-analysis, QUOROM – The 
QUOROM criteria were recently revised as the preferred 
reporting items for systematic reviews and meta-analysis 
(PRISMA) (cf., [32]).
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tools to evaluate the overall evidence across multiple 
SRs (e.g., assessment of multiple SRs, AMSTAR; 
[49, 50]) for the generation of what has been termed 
either “complex systematic” reviews [56] or “meta-
SRs” [3, 7].

1.2  Probabilistic Models  
for Clinical Decision Making

Clinical decisions rest on a complex admixture of facts 
and values. They can be made on the basis of experi-
ence in situations in which the presenting condition 
and patient characteristics are consistent with the find-
ings that are associated with predictable outcomes. In 
this case, the dentist’s expertise helps to recognize 
these types of clinical situations triggered by key ele-
ments that are rapidly integrated into a mental model 
of diagnostic categories and an overall concept of 
treatment modalities. Here, treatment options derive 
most directly from clinical experience and judgment. 
They aim to meet accepted standards of care, but are 
rarely altered by consensus statements of the best 
available evidence.

By contrast, analytical decision making applies to 
those presenting conditions and patient characteristics 
that are less certain, and that require recommending 
treatment modalities whose benefits and harms are 
variable or unknown. In this context, clinical experi-
ence and judgment is insufficient in meeting accepted 
standards of care, and clinical decisions must be care-
fully pondered. Decision aids, such as the Markov tree 
are useful, as are quite often, recommendations that 
arise from the best available evidence [1].

In brief5, clinical decision-making problems often 
involve multiple transitions between health states. The 
probabilities of state transitions, or related utility values, 
require complex computations over time. Neither deci-
sion trees nor traditional influence diagrams offer as 
practical a solution as state of transition models (i.e., 
Markov models). Markov models represent cyclical, 
recursive events, whether short-term processes, and 
therefore are best used to model prognostic clinical cases 
and associated follow-up. Markov models are often used 
to calculate a wide variety of outcomes, including aver-
age life expectancy, expected utility, long-term costs of 
care, survival rate, or number of recurrences.

EBD

EBR EBPr

RS rCPG’s EBT EBPo

Situations: labs, X-rays,
patient’s needs/wants,
cost/benefit, risk/benefit;
Priorities: coverage, clinical
judgment & expertise     

Policy revisions,
Prof. Assoc.
statements,
recommendations,
laws & mandates 

CEA

Fig. 1.2 EBR in dentistry/medicine/nursing is conducted as a 
process of research synthesis (RS), whose product, the system-
atic review generates a consensus of the best available evidence, 
evaluated for the level and the quality of the evidence, and ana-
lyzed by means of acceptable sampling and meta-analysis statis-
tics. The consensus revised clinical practice guidelines (rCPGs) 

are incorporated into evidence-based treatment (EBT), which is 
duly evaluated for efficacy and effectiveness before it becomes 
new and improved evidence-based policy (EBPo). CEA is inter-
dependent with rCPGs and EBT, and shown on the figure as 
partially overlapping

5For in depth discussion, see 2.
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Discrete Markov models enumerate a finite set of 
mutually exclusive possible states so that, in any given 
time interval (called a cycle or stage), an individual 
member of the Markov cohort can be in only one of the 
states. In order to determine a value for the entire pro-
cess (e.g., a net cost or life expectancy), a value (an 
incremental cost or utility) is assigned to each interval 
spent in a particular state. The assignment of value in a 
Markov model is called a reward, regardless of whether 
it refers to a cost, utility, or other attribute. A state 
reward refers to a value that is assigned to the members 
of the cohort in a particular state during a given stage. 
The actual values used for state rewards depend on the 
attribute being calculated in the model (e.g., cost, util-
ity, or life expectancy). A simple set of initial probabil-
ities is used to specify the distribution of model subjects 
among the possible state rewards at the start of the pro-
cess. The resulting matrix of transition probabilities is 
used to specify the transitions that are possible for the 
members of each Markov reward state at the end of 
each successive stage.

Two methods are commonly used to calculate the 
value of a discrete Markov model: a) cohort (expected 
value) calculations, and b) Monte Carlo trials. In a 
cohort analysis, which corresponds more realistically 
to a clinical situation, the expected values of the pro-
cess are computed by multiplying the percentage of 
the cohort in a reward state by the incremental value 
(i.e., cost or utility) assigned to that state. The out-
comes are added across all state rewards and all stages. 
In the more theoretical Monte Carlo simulation trial, 
the incremental values of the series of reward states 
traversed by the individual are summed.

The Markov model is most often represented in a 
graphical form known as a cycle tree. Since it is based 
on a node and branch framework, it is easily integrated 
into standard decision tree structures and can be 
appended to paths in a Markov decision tree. The root 
node of the Markov cycle tree is called a Markov node. 
Each of the possible health states is listed on the 
branches emanating from the Markov node, with one 
branch for each state. Possible state transitions are 
graphically displayed on branches to the right. A state 
from which transitions are not possible, such as the 
Dead state, is called an absorbing state. No state 
rewards are given for being in the Dead state, and zero 
values are assigned to the state rewards of all absorb-
ing states. In this fashion, the Markov process  integrates 
a termination condition, or stopping rule, specified at 

the Markov node to determine whether a cohort analy-
sis is complete. This rule is the termination condition 
at the beginning of each stage. When the termination 
condition is verified, the Markov process ends and the 
net reward(s) are reported. The termination condition 
can include multiple conditions, which may be cumu-
lative or alternative.

The Markov model generates an expected value 
analysis that is performed at, or to the left of each 
Markov node in cohort analysis. The expected value 
analysis can generate additional information about the 
Markov cohort calculations. For example, in a model 
designed to measure the time spent in the diseased state 
diagnosed as dementia of the Alzheimer’s type, the 
expected value will generate the average life expectancy 
for a patient in the cohort. Additional calculated values 
will include the amount of time spent, on average, in 
each of the specified states of Alzheimer’s dementia. 
The percentage of the cohort in each state will be com-
puted at the end of the process. When the termination 
condition has been set to continue the process until most 
of the cohort is absorbed into the Dead state, the final 
probability of patients in the Dead state will approach 
1.0. In brief, one of the strongest assets of the Markov 
model is its capacity to yield both an extensive numeri-
cal description of the process under study, as well as a 
detailed graphical representation and associated costs.

From this viewpoint, cost-effectiveness analysis 
(CEA)6 can be performed either on the basis of 
expected value calculations or using Monte Carlo sim-
ulation. This is particularly important in the case of 
complex state transition models, because in order to 
evaluate individual outcomes – as distinguished from 
cohort analysis – Markov models must be calculated 
using Monte Carlo simulation.

CEA is a collection of methods for the evaluation of 
decisions based on two criteria using different outcome 
scales. It is of particular interest in situations where 
resource limitations require balancing the desire to 
maximize effectiveness and the need to contain costs.

CEA can simultaneously compare the expected 
costs and the expected effectiveness values of the 
options at a decision node. CEA generates a cost-
effectiveness graph, which is interpreted as the best 
available evidence in support of fundamental CEA 
tools, calculations, results, and findings, including 

6cf., [6, 52].
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incremental values and the existence of dominance7 or 
extended dominance8.

The remainder of this discussion pertains to the cir-
cumstance of analytical decision making in health 
care.

Analytical decisions, generally speaking, refer to 
the behavioral and the cognitive processes of making 
rational human choices, from the logical and rational 
evaluation of alternatives, the probability of conse-
quences, and the assessment and comparison of the 
accuracy and efficiency of each of these sets of conse-
quences. Decision-making principles are designed to 
guide the decision-maker in choosing among alterna-
tives in light of their possible consequences [1].

Decision theory has emerged principally from 
two schools of thought: first, the probability theory 
recognizes that decisions may involve conditions of 
certainty, risk, and uncertainty. In this model, the 
probability of occurrence for each consequence (i.e., 
utility) is quantifiable, and alternatives of occur-
rence are associated with a probability distribution. 
The correctness of decisions can be measured as the 
adequacy of achieving the desired objective, and by 
the efficiency with which the result was obtained [3, 
15, 51].

The process of making a decision driven by a prob-
abilistic estimation of either the “prospects” or the 
“utility” of its outcome is in effect the informed choice 
among the possible, probable, and predicted occur-
rence. Whereas decisions are most often made without 
advance knowledge of their consequences, three fun-
damental rules guide probabilistic decision making:

The multidimensional nature of the prospect/utility •	
associated with the decision.
The subjectively expected maximization of the ben-•	
efit in the outcome.
The analytical process (usually Baysian in nature) •	
that incorporates previous experience with current 
knowledge and evidence [1, 2].

The prospect theory [30] rests on empirical evidence, 
and seeks to describe how individuals evaluate poten-
tial losses and gains, and make choices in situations 
where they have to decide between alternatives that 
involve a known or anticipated risk.

The prospect-based decision-making process invo-
lves two stages:

In the initial editing stage, possible outcomes of the •	
decision are estimated, ranked, and evaluated 
heuristically.
In the final evaluation phase, decisions are esti-•	
mated if their outcome could be quantified and 
computed, based on potential outcomes, gains and 
losses, and their respective probabilities, eval-
uation.

The aim of prospect-based decisions is to yield a 
choosing and deciding heuristic that establishes the 
more likely outcome in terms of having the more prof-
itable utility. The utility perspective on decision mak-
ing follows from the prospect-theoretical framework, 
and finds its roots in Antiquity [3] to our contemporary 
Peter Singer (6 July 1946), presently holding an aca-
demic appointment both at Princeton University and at 
University of Melbourne.

In the context of decision research, the term utility 
refers to a measure of perceived or real benefit, relative 
satisfaction from, or desirability of – such as, for 
example, “increase in quality of life” – a direct conse-
quence of the utilization of goods or services, and 
health care intervention. It follows that certain inter-
ventions, or modifications thereof may contribute to 
increasing or decreasing such benefits, and therefore 
the utility of the said goods or services. For this spe-
cific reason, utility-based decision making rests largely 
on a rationale centered upon utility-maximizing behav-
ior, rather than strictly economic constraints. That is to 
say, good dentistry should be driven by the intent of 
benefitting the patient, and of providing the best pos-
sible care at the lowest possible cost (cf., CEA), and 
are expressed as cost-to-benefit ratios.

7In the context of CEA, one alternative is said to be dominant if 
offers the more effective and less costly alternative. When this is 
the case, the dominated alternative normally may be removed 
from consideration. The use of relative position to infer 
dominance can be inferred from the analysis of the cost-
effectiveness graph: effectiveness increases from left to right, 
and cost increases from bottom to top. The crossing point of the 
axes represents one alternative. Its comparators can then be 
placed on the graph: more costly alternatives above, and more 
effective alternatives to the right. An alternative is said to be 
“dominated” if it lies both above and to the left of another 
alternative.
8When making certain population-wide policy decisions, two 
strategies may be used together as a sort of “blended” policy, 
instead of assigning a single treatment strategy to all patients. 
Hence, we speak of “extended dominance.” Blending strategies 
only becomes relevant when the most effective strategy is too 
costly to prescribe for the entire population.
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The fundamental assumptions of the utility theory 
of decision making state that:

Utilities and probabilities of one alternative (or set •	
of alternatives) should not influence another 
alternative.
Alternatives are “transitive,” and are subject to •	
ordering based on preferences.
By the very nature of the process, creativity and any •	
form of cognitive input is excluded, as it strictly 
rests on probabilistic rules.

As we discussed elsewhere [3], utility theory proposes 
to generate two types of measurable outcomes:

Cardinal utility, the magnitude of utility differences, •	
as an ethically or behaviorally relevant and quantifi-
able measure.
Ordinal utility, that is utility rankings, which do not •	
quantify the strength of preferences or benefits.

As such, utility is often described by an indifference 
curve, which plots the combination of commodities 
that an individual or a society would accept to main-
tain a given level of satisfaction. In that respect, indi-
vidual utility (or societal utility) is expressed as the 
dependent variable of functions of, for instance, pro-
duction or commodity9 [3].

Probability-based decision making can be driven 
by, and carried out for the purpose of altering utility 
outcomes. Nevertheless, the latter point can be particu-
larly problematic since cognitive dissonance does arise 
between the outcome of the purely probabilistic pro-
cess, and the clinician’s knowledge, information pro-
cessing, beliefs, preferences, expertise, whether or not 
in the context of newly rCPGs resulting from SRs.

Cognitive and social psychologists correctly argue, 
however, that individuals in a social group – such as 
dentists, doctors, physician assistants, nurses and nurse 
practitioners, and patients – often have different value 
systems upon which to establish the utility of a given 
intervention. Consequently, it is unclear how cardinal 
and ordinal utility can be reconciled across these dif-
ferent perspectives. Neither does the utility theory of 
decision making nor its alternative that is concerned 
with the prospect of risk and benefits (hence, prospect 
theory of decision making) permit adequate normative 
and summative evaluation of outcome and success. 

Alternate decision-making theories may actually be 
prone to be more useful than utility or prospect theory 
in the context of evidence-based health care.

1.3  Logic Evidence-Based  
Decisions in Clinical Practice

Rather than relying on probabilistic conditions, the 
decision-making process may rest on cognitions and 
reasoning, such as either rationality or logic. In that 
respect, the cognition-based approach to decision 
making would become akin to the so-called intelli-
gence cycle, which originated as the processing of 
information in the context of a civilian or military 
intelligence agency or in law enforcement as a closed 
path consisting of repeating nodes, and the closely 
logically related target-centric approach [3, 10]. This 
process of decision making is critical to the analysis of 
gathered intelligence, and may be summarized in cer-
tain fundamental steps, or phases, which exemplify 
the process of evidence-based cognitive decision mak-
ing, whether it be a rational model or a logic model 
(vide infra):

1.  In the directive phase, the specific “intelligence 
question” is posed – in the preceding chapter, we 
indicated that the directive phase of the evidence-
based process is the statement of the PICO 
question.

2.  In the collection phase, the data, information, pro-
cessed intelligence, and corporate “wisdom” resides – 
in the context of evidence-based decision making, we 
stressed the need to integrate expertise and experience 
with the entire body of available evidence.

3.  In the analysis phase, the collected information is 
collated, analyzed, and evaluated. This is identical 
to the step we described above where the best evi-
dence is obtained from the entire body of available 
evidence, based on the level and the quality of the 
evidence, followed by acceptable sampling and 
meta-analysis.

4.  In the dissemination phase, the processed informa-
tion, data and intelligence is presented in a form 
that is useful, relevant, in context, and most impor-
tantly, timely. This step corresponds, for all intents 
and purposes, to the systematic review format of 
reporting the evidence-based process.9cf., Pareto’s efficiency curve.
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5.  In the reflection phase, the newly discovered infor-
mation is incorporated into corporate wisdom, from 
which flows new and improved questions and tasks. 
The evidence-based paradigm here speaks of the 
dissemination of the consensus of revised 
guidelines.

The traditional intelligence cycle, and the rational and 
the logic cognition-based models of decision making, 
distinguish “collectors,” “processors,” and “analysts.” 
In a remarkable parallel, so does the evidence-based 
paradigm separate those who perform RS and EBR to 
produce the consensus for rCPGs, from those who 
integrate consensus statements into evidence-based 
treatment intervention (EBT) and practice (EBPr), and 
from the policy makers, who integrate normative and 
summative evaluations into new and improved EBPo 
for the benefit of the stakeholders (cf. Fig. 1.2). The 
remainder of this writing compares and contrasts the 
rational vs. the logic model of clinical decision mak-
ing, and argues in support of the latter in the context of 
evidence-based health care.

A fundamental difference exists between rationality 
and logic. A sine qua non of a rational argument is that 
it be logically valid, but rationality per se is broader 
than logic because it can include uncertain but sensible 
arguments based on probability expectations and per-
sonal experience. Logic can concern itself only with 
directly provable facts and consequential valid rela-
tions among them. To be grounded in logic, an argu-
ment must rest on elements that are consistent, sound, 
and complete. The argument may follow from given 
premises, and be deductive in nature; or it may reliably 
derive a generalization from observations, and be 
inductive. Platonian informal logic concerns itself with 
natural language arguments, whereas the Aristotelian 
formal logic is concerned with inferences of both for-
mal and explicit content [3].

Rational decisions can be taken ad hominen10, rather 
than logic, and ad hominem decisions may be both 
logically unsound but fully rational, sensible, and prac-
tical. Case in point, the simple example below:

I am hungry – I don’t want to be hungry.
If I cook myself a sausage, I will not be hungry.
Therefore, I will cook myself a sausage.

A decision is said to be rational, when it is based on 
guesses (heuristic, trial-error), intuition, beliefs, or 
knowledge and previous experience. Rational choice 

theory argues that patterns of behavior in societies 
reflect the choices made by individuals as they seek to 
maximize benefits and minimize costs. In this light, 
decision making depends primarily and rationally from 
comparing costs and benefits of different courses of 
action, and patterns of individual and social behavior 
develop and become established solely as a result of 
those choices [3, 5].

Several models of rational choice exist, but all con-
verge on the fundamental tenet that individuals choose 
and decide upon the best action according to, and based 
upon the set of preferences, psycho-cognitive func-
tions, and socio-environmental constraints facing 
them. Models then differ for the additional assump-
tions they propose, although it is widely recognized 
that none provide a full and complete description of 
reality: they simply allow the generation of testable 
working hypotheses, which must then undergo empiri-
cal tests.

Indeed, Weber’s social decision model11 could 
appear attractive in the context of EBD/M/N, and sug-
gests that Weber’s Zweckrational mode12 might be 
optimally integrated in a rational model of evidence-
based clinical decision making. But, this view has 
encountered serious debate by contemporary social 
psychologists, including Ezioni, who reframed the 
decision-making process and proposed that purposive/
instrumental rationality is actually subordinated by 
normative ideas on how people “ought” to behave and 
effective considerations of how people “wish” to 
behave [17]. As we discussed elsewhere [3], Weber’s 
theoretical paradigm is severely challenged for the 
prohibitive limitations in empirical outputs and quanti-
fiable measures that this rational choice theory can 

10Arguments are ad hominem when they use factual claims or 
propositions by attacking or appealing to a characteristic or a 
belief of the source or origin of the proposition or claim (i.e., the 
person – argument to the person, Latin: “ad hominem”), rather 
than by addressing the substance of the argument itself, and 
producing evidence for or against it following the rules of logic. 
These arguments may be logically valid, but they also can be 
logically unsound, because not based on the rules of logic. 
Therefore, rational decisions may at times appear “illogical.”
11cf., [3].
12Purposeful and instrumental type of behaviors that characterize 
the expectations of the behaviors of others in a social context, 
and that lead to pondered “rationally pursued and calculated 
social decisions.”
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generate, particularly in the domain of political and 
social science [23, 46].

The logic model is characterized as a mode of “eval-
uability assessment” [57, 58], and is designed as a gen-
eral framework for describing the fundamental, rational, 
and logic process of decision making that an individual, 
a group, or an organization may follow. In its simplest 
form, the logic model presents decision making as a 
process that consists of four distinct, intertwined, and 
logically flowing categories [3, 5, 36], which actually 
mirror the evidence-based process (cf. Fig. 1.3):

1.  Inputs, the identified available research evidence that 
becomes additive to the decision-maker’s  experience, 
expertise, and skills. Inputs incorporate, and rest upon 

needs/wants, situations, priorities based on clinical 
diagnosis, expertise, coverage, etc.

2.  Activities, the process of sifting through the avail-
able research evidence in order to single out the 
best available evidence on the basis of widely 
accepted criteria of research methodology, research 
design, and research data analysis: what needs to 
be done, what is de facto done as a clinical 
intervention.

3.  Outputs, the conclusive steps of the evidence-based 
process that yield a consensus of the best available 
evidence by means of acceptable sampling and 
meta-analysis [2], and that produce a set of revised 
criteria for practice decision making based on these 
results: measurable clinical outcomes.

EBD

EBR EBPr

RS rCPG’s EBT EBPo

Inputs ImpactsActivities Outputs

Situations: labs, X-rays,
patient’s needs/wants,
cost/benefit, risk/benefit;
Priorities: coverage, clinical
judgment & expertise     

Policy revisions,
Prof. Assoc.
statements,
recommendations,
laws & mandates 

Formative & Summative Evaluation

JADAD, Wong
SORT, AGREE

AMSTAR,
QUOROM,
(PRISMA),

CASP 

GRAD
E

Ex-
GRADE

CEA

Fig. 1.3 EBD/medicine/nursing, which is intertwined with 
comparative effectiveness analysis, is positioned at the center of 
the logic model of clinical decision making for optimizing treat-
ment outcomes. The model incorporates the situation of the 
patient, the priorities set by the health care provider, with the 
input of the best available evidence generated by the process of 
RS. Quantifiable formative evaluation of these elements is per-
mitted by the model at this stage. Taken together, these elements 
yield rCPGs with direct application and implications to the 
patient condition, from which the PICO originated. As noted, 
the model incorporates a formative evaluation step to verify the 
clinical relevance of these recommendations. The  evidence-based 

paradigm then leads to the utilization of the best available evi-
dence in EBT intervention, which the logic model considers the 
outputs of the clinical decision-making process. Formative eval-
uation of the efficacy and the effectiveness of EBTs is an inte-
gral part of the logic model. When deemed clinically satisfactory 
and relevant, these new and improved EBT intervention can be 
articulated into policies, recommendations, mandates, and laws, 
and can have long-lasting impact. Formative evaluation of the 
logic model output at this stage is critical, and often involves 
national and international professional associations. The overall 
process is also subject to quantifiable overall summative evalua-
tion (adapted from [5])
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 4.  Impacts, the logical flow from this step-wise 
 progression from short-term, to intermediate, to 
long-term impacts and consequences of delivering 
services, and include normative and summative 
evaluations of  outcome quality, validity, and reli-
ability, as well as stockholder’s satisfaction.

The strength of the logic model lies in the fact that it 
represents the most probable view of reality13. As such, 
it permits the flexibility that several models do not have 
to be circular, spiral-shaped, or to consist of series of 
feedback loops that enhance or dampen each other. For 
any given decision-making process, working hypotheses 
can be clearly stated in the context of the logic model at 
each step, tested and verified by means of quantifiable, 
reliable, and valid performance measures (Fig. 1.3).

Needs evaluation is primordial in establishing the 
situation, priorities, and inputs. Process evaluation 
quantifies the progression, the activities, and output 
stages. Outcomes evaluation ranks the validity and the 
reliability of the short-term and intermediate products 
of the process. Intermediate and long-term summative 
impacts can also be evaluated [29].

Figure 1.3 shows that formative and summative 
evaluation [25] are obtained at key capstone time-
points in order to ensure steady progress toward obtain-
ing anticipated outputs, and desired outcomes, and, in 
the final analysis, providing justification for testing the 
model experimentally in any given situation in the first 
place. At the RS stage of EBR, the available evidence 
is evaluated following established criteria and stan-
dards of research design14, methodology, and data anal-
ysis [2, 33] (cf. note 3). Validated instruments for this 
purpose include the Jadad scale [28] and the 
 Wong-revised scale [2, 9]. This initial process results 
in SRs and meta-analyses, which must be evaluated as 
well along established standards (cf., note 4) and with 
 validated tools (e.g., AMSTAR), and its revision [3]. In 
a similar fashion, EBPr calls for standards and instru-
ments of evaluation. One such approach is  provided by 
GRADE15, a validated approach for going from research 
evidence to clinical intervention, and for assessing the 

quality of evidence for diagnostic recommendations 
[5, 21, 24, 47]. GRADE addresses issues of concern to 
patients, clinicians, and, to some extent, policy makers. 
GRADE provides a sound evaluative assessment of 
EBT in terms of the quality of evidence for each out-
come, the relative importance of outcomes, the overall 
quality of evidence, the balance of benefits, harms, and 
costs, and considers the strength of  recommendation 
and the overall value of implementation [3, 5].

As we introduced elsewhere [3, 5, 9], the final stage 
of EBPr that concerns EBPo still requires the valida-
tion of an evaluative instrument that may extend and 
expand GRADE to include assessment of policies, 
because a key feature of an EBPr environment is that it 
must support and promote the use of best evidence by 
requiring clinical practice policies and procedures to 
be evidence-based [41]. The expanded version of 
GRADE (Ex-GRADE), which we, at present, are 
endeavoring in validating16, includes the fundamental 
elements of policy evaluation that have been in health 
care practice for the last decade [20], and which we 
outlined elsewhere as follows [5]:

What is the extent of relevance to practice?•	
Are the condition and interventions specific?•	
Is the target population well-defined?•	
How good is the policy’s evidence?•	
What biases does the policy reflect?•	
Is the policy ready to implement?•	

By assembling a team and building consensus −
By documenting all clinical processes −
By modifying the policy for local use −
By communicating changes in processes −
By establishing modalities to evaluate the  −
policy
By testing possible changes or interventions −
By adopting the revised clinical policy −
By evaluating the new policy −

The promise of the logic model in evidence-based 
decision making lies in its ability to formulate in quan-
tifiable terms the emerging situation, the required 
action-response, and the concrete results. It provides 
quantifiable, normative, and summative evaluation of 
the evidence, and describes the relationships between 13As discussed elsewhere [3], views and perceptions of reality 

differ. This discordance pertains to a separate and distinct, yet 
related and pertinent domain of cognitive psychology termed 
“person-environment fit.” For the implications of this model in 
the context of evidence-based decision-making in medicine and 
dentistry, please see: Chiappelli et al. [8].
14e.g., The consolidated standards of clinical trials, CONSORT.

15Another noteworthy assessment guideline in the EBR-EBPr 
spectrum is the “appraisal of guidelines, research and evaluation – 
Europe” (AGREE) instrument [11].
16Chiappelli et al., in progress.
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investments/inputs, activities, and results. It yields a 
concrete approach for integrating planning, implemen-
tation, evaluation, and reporting.

1.4  Conclusions

Clinical problems in must be reliably diagnosed and 
treated as per practice guidelines approved by the profes-
sional body, and uniquely required for the case and rec-
ommended by the specialty in whose domain the case 
falls. But, not all domains of clinical dentistry can be 
handled in an evidence-based paradigm [1, 5, 19, 37].

Evidence-based decision making in medicine, den-
tistry, and nursing is based upon the application of the 
scientific method for the conscientious, explicit, and 
judicious use of current best evidence, evaluated by a 
systematic process of the level and the quality of the 
research evidence. SRs provide a tool to apply strin-
gent scientific strategies to quantify the quality of the 
accumulated research evidence, and limit bias. They 
utilize and integrate both acceptable analysis and meta-
analysis to establish the level of overall significance of 
the gathered evidence, and are vastly different in pur-
pose and format from narrative reviews and health 
technology assessments [4, 5, 34].

The consensus of the total best available evidence is 
obtained and utilized cogently in making clinical deci-
sions that pertain to the health care of each individual 
patient. But, one fundamental question remains: how do 
we “translate” the evidence derived from group data, as 
commonly obtained in research studies and synthesized 
in SRs and meta-analyses, to have any degree of perti-
nence and direct applicability to the individual patient.

In its simplest elaboration, as in its most complex iter-
ation, the logic model of decision making has fundamen-
tal strengths that set it apart from other models. From the 
perspective of the initial consideration of the task, it per-
mits to forge a master plan that “sees” the end, does more 
than simply considering inputs or tasks, and visualizes 
and focuses upon the ultimate outcomes and the results to 
be gained. The logic model is a proactive approach to 
identify the optimal procedural steps to achieve the 
desired results, and to prove the working hypothesis under 
study. It permits focus on accountability for investment 
based on long-term outcomes [3, 5, 16].

Furthermore, the logic model, which need not be 
linear, provides sound indicators of finality, in terms of 

output and outcome measures of performance (i.e., 
work-hours, manpower), as well as success. Short-
term, intermediate, as well as long-term outcomes are 
clearly identifiable, which permits to set criteria for 
immediate and for mission success far in the future. In 
these cases, intermediate or shorter-term outcomes 
that provide an indication of progress toward the ulti-
mate long-term outcome may be identified. Therefore, 
and most importantly, the logic model, with inter-
twined, formative, and summative evaluative protocols 
that can be integrated at every step, is being increas-
ingly imparted to the students of the field17. In sum-
mary, it may be argued that the logic model is a timely 
response to the call by Spring [53] for “…a good the-
ory of integrative, collaborative health decision- 
making…” [53].

In brief, this dichotomy of evidence-based decision 
making – i.e., probabilistic vs. logic-grounded, might 
in reality be better viewed as a spectrum of possibili-
ties, depending largely upon the clinical circumstances 
(e.g., the PICO question). In fact, it is likely that the 
field of evidence-based decision making in health care 
will soon find itself converging toward, and finding 
much conceptual richness in the parallel academic sci-
ence of knowledge management18.

17Note: the critical appraisal skills program (CASP) was 
developed by Oxford Regional Health, in association with the 
Evidence Based Medicine Working Group, a group of clinicians 
at McMaster university, Hamilton, Canada, to promote the skills 
necessary for critical appraisal of the evidence, and decision-
making grounded on the best available evidence (cf., [42]).
18For example, “…organizational knowledge that constitutes 
“core-competency” is more than “know-what” explicit 
knowledge which may be shared by several. A core competency 
requires the more elusive “know-how” – the particular ability to 
put know-what into practice…” [48], contrasting to “…Knowledge 
exists on a spectrum. At one extreme, it is almost completely tacit, 
that is semiconscious and unconscious knowledge held in 
peoples’ heads and bodies. At the other end of the spectrum, 
knowledge is almost completely explicit or codified, structured, 
and accessible to people other than the individuals originating it. 
Most knowledge of course exists between the extremes. Explicit 
elements are objective, rational, and created in the “then and 
there,” while the tacit elements are subjective experiential and 
created in the “here and now…” [31]. Hence, the distinction 
between what people know and can articulate, quantify, or 
document in conscious cognitive act (knowing what) – considered 
by some as “hard” knowledge, vs. what people know to know, 
which can be articulated or quantified, a subconscious knowing 
how, an innate or acquired quality of knowing by inference, 
reason and logic, rather than by quantifiable measures – spuriously 
called “soft” knowledge [26].
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The purpose of this book is to explore the field out-
lined above in greater depth in order to grasp a better 
understanding of evidence-based health care and how 
to optimize clinical outcomes in health care. This 
endeavor is a rather wide-casting net, which should be 
relevant and applicable to the breadth of the health sci-
ences, while focused to the domain of the process of 
evidence-based clinical decision making toward 
improving benefits for the patients. In order to articu-
late the complexities of the field, this work consists of 
four sections.

•	 Part I addresses the science of RS, and its place and 
role in clinical decision making. Following this 
brief introductory chapter by the editors (Chap. 1), 
Dr. Bartolucci provides, in Chap. 2, some historical 
context, the key definitions, elements, and output of 
meta-analytic methods, and reviews them with 
illustrative examples. Understanding these allows 
one to appreciate better the advantages and limita-
tions of this approach to interpreting results from 
the literature. In Chap. 3, Dr. Susin further provides 
an overview of the methods used to combine the 
results of several studies, and discusses the applica-
tion and interpretation of meta-analytic methods.

•	 Part II of this book explores the process of making 
evidence-based decisions in the clinical domain. It 
opens with Chap. 4 by Dr. Cajulis who discusses 
the extent to which the translation of EBPr in nurs-
ing has been difficult and challenging, but has a 
promising future in the next decade. Dr. Faggion 
discusses in Chap. 5 the strengths and the weak-
ness of a model for implementing evidence-based 
decisions in dental practice. In brief, these authors 
discuss the use of three checklists (CASP, 
QUOROM, and AMSTAR) to assess the method-
ological quality of two SRs of randomized con-
trolled trials (RCTs), regarded as the strongest form 
of evidence using the treatment of peri-implantitis 
as an example to illustrate the process. In Chap. 6, 
Dr. Arimie discusses the complexities associated 
with evidence-based decisions in HIV/AIDS. High 
number of infected persons, difficulty of treatment, 
and other comorbidity factors might increase the 
risk of cardiovascular diseases. Dr. Rastogi  
(Chap. 7) expands the frontiers of the field to evi-
dence-based complementary and alternative health 
care intervention. In brief, the specific focus of this 
chapter is the correct use and appropriate  utilization 

of Prakriti (Constitution) analysis in Ayurveda, – 
from the realm of empirical research to evidence-
based clinical decisions. In Chap. 8, Dr. Akadiri 
evaluates evidence-based clinical decisions in oral 
surgery.
In •	 Part III of this work, the authors specifically dis-
cuss the applications and implications of EBPr 
toward improving clinical outcomes by examining 
selected ways and means by which the evidence-
based paradigm can be optimized for the benefit of 
the patient. Continuing in the field of evidence-
based decisions in oral surgery, Dr. Akadiri contin-
ues, in Chap. 9, an elegant discussion of the 
spectrum of evidence-based issues in maxillofacial 
trauma. Chap. 10, authored by Dr. Nocini further 
examines the strengths and weaknesses of the 
 evidence-based movement specifically in the con-
text of improving clinical outcomes in dentistry and 
oral surgery. Dr. Foschi, in Chap. 11, discusses the 
role of evidence-based decisions in the pharmaco-
logical management of alcohol dependence and 
alcoholic liver disease. Chapter 12 by Dr. Bessa 
concludes this selective anthology of evidence-
based decisions and comparative effectiveness 
research with a discussion of the efficacy of TMD/
TMJ therapy from the viewpoint of an evidence-
based approach to analysis. This section is con-
cluded by Dr. Esposito and colleagues at the 
Cochrane Organization (Chap. 13), who present a 
prototype of Cochrane systematic review for assess-
ing the efficacy of dental implants in the specific 
context of the efficacy of horizontal and vertical 
bone augmentation procedures. This chapter, both 
in its format and approach, represents an example 
of the current most highly recommended process in 
the field. The Cochrane Group (Cochrane.org) is 
unquestionably the leader in the domains of EBR, 
the structure and depth of SRs, and the generation 
of consensus of the best available evidence that is 
required and utilized in evidence-based decision 
making.
This work concludes with •	 Part IV, in which  
Dr. Frustaci tackles, in Chap. 14, the arduous 
 question of the clinical relevance of EBM in gen-
eral, and in oncological care in particular, and pres-
ent an elegant consideration of the forthcoming 
issues. In finis, the editor’s postscriptum (Chap. 15) 
traces, in broad strokes, the most likely avenues of 
future research in the field for the next decade.
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2.1  Introduction

The support of medical decisions comes from several 
sources. These include individual physician experi-
ence, pathophysiological constructs, pivotal clinical 
trials, qualitative reviews of the literature, and, increas-
ingly, meta-analyses. Historically, the first of these 
four sources of knowledge largely informed medical 
and dental decision makers. Meta-analysis came on 
the scene around the 1970s and has received much 
attention. What is meta-analysis? It is the process of 
combining the quantitative results of separate (but sim-
ilar) studies by means of formal statistical methods. 
Statistically, the purpose is to increase the precision 
with which the treatment effect of an intervention can 
be estimated. Stated in another way, one can say that 

meta-analysis combines the results of several studies 
with the purpose of addressing a set of related research 
hypotheses. The underlying studies can come in the 
form of published literature, raw data from individual 
clinical studies, or summary statistics in reports or 
abstracts.

More broadly, a meta-analysis arises from a system-
atic review. There are three major components to a sys-
tematic review and meta-analysis. The systematic review 
starts with the formulation of the research question and 
hypotheses. Clinical or substantive insight about the par-
ticular domain of research often identifies not only the 
unmet investigative needs, but helps prepare for the sys-
tematic review by defining the necessary initial param-
eters. These include the hypotheses, endpoints, important 
covariates, and exposures or treatments of interest. Like 
any basic or clinical research endeavor, a prospectively 
defined and clear study plan enhances the expected util-
ity and applicability of the final results for ultimately 
influencing practice or policy.

After this foundational preparation, the second com-
ponent, a systematic review, commences. The system-
atic review proceeds with an explicit and reproducible 
protocol to locate and evaluate the available data. The 
collection, abstraction, and compilation of the data 
 follow a more rigorous and prospectively defined 
objective process. The definitions, structure, and meth-
odologies of the underlying studies must be critically 
appraised. Hence, both “the content” and “the infra-
structure” of the underlying data are analyzed, evalu-
ated, and systematically recorded. Unlike an informal 
review of the literature, this systematic disciplined 
approach is intended to reduce the potential for subjec-
tivity or bias in the subsequent findings.

Typically, a literature search of an online database is 
the starting point for gathering the data. The most com-
mon sources are MEDLINE (United States Library of 
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Core Message

It is important and timely to provide some  ›
 historical context, the key definitions,  elements, 
and output of meta-analytic methods, and to 
review them with illustrative  examples. Under-
standing these allows one to better appreciate 
the advantages and limitations of this approach 
to interpreting results from the literature.
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Medicine database), EMBASE (medical and pharma-
cologic database by Elsevier publishing), CINAHL 
(cumulative index to nursing and allied health litera-
ture), CANCERLIT (cancer literature research data-
base), and the Cochrane Collaborative [9]. These online 
resources have increased the  likelihood that investiga-
tors will have ready access to all the available results 
from research directed at a common endpoint.

The third aspect is the actual meta-analysis. Meta-
analysis is the statistical synthesis of the results of the 
studies included in the systematic review. Meta-analysis 
is the process of combining the quantitative results of 
separate (but similar) studies by means of formal sta-
tistical methods in order to increase the precision of 
the estimated treatment effect. It is generally used 
when individual trials yield inconclusive or conflicting 
results. It may also be used when several trials asking 
similar questions have been conducted and an overall 
conclusion is needed.

While the main focus of this chapter will be meta-
analysis, it cannot be completely isolated from several 
prerequisites assessed in the systematic review. For 
example, the studies must address a common question. 
The eligibility criteria of the underlying studies must 
be well established. Evaluation techniques for end-
points must be reasonably consistent across the stud-
ies. In the clinical setting, when making comparisons 
between a treatment and control, the underlying stud-
ies must be properly randomized. Exploratory meta-
analyses and meta-regressions may examine the 
associations between interventions, covariates, and 
secondary events [1].

After providing some historical context, the key 
definitions, elements, and output of meta-analytic meth-
ods will be reviewed with illustrative examples. 
Understanding these allows one to appreciate better 
the advantages and limitations of this approach to 
interpreting results from the literature.

2.1.1  Background

This idea of combining results from several studies is 
not new. Karl Pearson in 1904 established the first 
identifiable formal technique for data pooling [16]. He 
examined the correlation coefficients between typhoid 
and mortality by inoculation status among soldiers in 
various parts of the British Empire. As a summary 

measure, Pearson calculated the arithmetic mean of 
the correlation coefficients across five two-by-two 
contingency tables. In 1931, Tippett described a 
method for evaluating the likelihood of a significant 
effect from the ordered p-values observed across stud-
ies [22]. Subsequently in 1932, Fisher established a 
procedure for combining p-values from various studies 
asking a similar question [10]. In the hope of making a 
definitive statement about a treatment effect, he exam-
ined the null hypothesis of no treatment effect over all 
the studies vs. the alternative research hypothesis of a 
pooled treatment effect. A fairly straight forward sta-
tistical procedure, Fisher’s method is still used to com-
bine the study results. If we assume that there are k > 1 
studies being examined for the superiority of some 
form of intervention, call it A vs. not having A, then 
each of these studies has a p-value associated with it. 
Call them p

1
, p

2
,…, p

k
 . Fisher established that the sta-

tistic, 2Si = 
l, k

 log(p
i
), has a chi square distribution with 

2k degrees of freedom (df). Fisher computed Y and 
compared that value to the tabled chi square value on 
2k df for an alpha level of 0.05. If Y was greater than 
that tabled value, then the null hypothesis would be 
rejected at the 0.05 level. Hence, the intervention, A, 
would be declared effective or superior to not having A. 
As an example of Fisher’s method, suppose there were 
five studies comparing some form of intervention, A, 
to a control, and the p-values for the five studies were 
p

1
 = 0.07, p

2
 = 0.06, p

3
 = 0.045, p

4
 = 0.035, and p

5
 = 0.05, 

Y would have the value 29.843 which is greater than 
the tabled value of 18.31 on 2 × 5 = 10 df. Thus A is 
effective overall from the five studies at the alpha = 0.05 
level. Extensions of Fisher’s methods with weighted 
p-values were subsequently developed.

As the statistical methods for pooling data across 
studies evolved, the concept of combining the treat-
ment effects has largely replaced combining the p- 
values. Further, the influence of each trial in the 
combined estimate of treatment effect is now typically 
weighted. Most commonly, each study’s contribution 
to the overall treatment effect is weighted by the inverse 
of the variance of the estimated treatment effect for that 
particular study. Since variance is largely a function of 
sample size, studies with large sample size will have 
smaller variance (and larger inverse variance.) Hence, 
larger studies will generally have a greater influence on 
the overall estimated treatment effect across studies.

The term “meta-analysis” was coined by Glass in 
1976 who stated that, “Meta-analysis refers to the analysis 
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of analyses...the statistical analysis of a large collec-
tion of analysis results from individual studies for the 
purpose of integrating the findings” [11]. Meta-analytic 
techniques have continued to evolve and be refined 
with seminal advances such as DerSimonian and 
Laird’s development of the random-effects model and 
the advancement of meta-regression methods to 
explain across study heterogeneity [6]. The application 
of meta-analysis to enhance clinical decision making, 
craft guidelines, and inform policy has rapidly flour-
ished and been widely embraced.

Every clinician in training knows the old saw, “For 
every study cited, an equal and opposite study can be 
found.” When studies address a similar question and 
the results do not agree, the role of meta-analysis is to 
hopefully put all the results together and reach a defini-
tive conclusion about the positive, negative, or incon-
clusive impact of an intervention. Whether gathering 
aggregate data from the literature or pooling raw indi-
vidual patient data (IPD) from multiple studies, the 
motivation is to reach a definitive conclusion about a 
therapy when several studies involving that interven-
tion have been conducted. Tamoxifen treatment of 
early stage breast cancer provides a classic example 
[7]. Most of the individual separate studies had a favor-
able but statistically insignificant treatment effect. 
Several had unfavorable results albeit statistically insig-
nificant. The beneficial mortality effect of tamoxifen 
therapy could not be definitively established until the 
patient-level data was combined from all the trials in a 
meta-analysis.

“Real world” limitations such as funding, available 
patients, access to testing and follow-up resources, and 
logistical limitations often inherently preclude ade-
quately powered mega-trials to answer many investi-
gative questions. Hence, methods to properly combine 
studies to obtain more precise results have understand-
able utility and appeal. Most disciplines, whether oncol-
ogy, cardiovascular health, or dental interventions, 
tend to employ similar endpoints within their respec-
tive fields. Mean effects, response rates, odds ratios, 
time to events (survival, disease-free survival), correla-
tions, etc. are common measures. As stated above, 
most meta-analyses are performed from data gathered 
in the literature or from pooled raw data. One has to 
understand that studies contributing to a meta-analysis 
are all asking a similar question, but all are not neces-
sarily asking the same question. For example, if one 
wanted to examine whether receiving a statin after the 

first myocardial infarction reduces the chance of death 
within 5 years, several studies have addressed this 
issue. One may involve one type of statin vs. a placebo 
control, while another may be a different statin vs. a 
fibrate. They do not involve the same active treatment 
or the same control. However, they are asking a similar 
question in that does receiving a statin in some form 
vs. not receiving a statin reduce the risk of death over 
a certain period of time.

When one pools data from various trials it enhances 
the power. Small or moderate, but potentially mean-
ingful differences can be detected that individual trials 
could not definitively establish. A clinical trial may be 
inconclusive in that it did not demonstrate statistical 
superiority of a treatment or intervention. Sometimes, 
one refers to this as a “negative” trial. However, that 
may not be a proper term. One learns something from 
all trials. One may prefer the term “inconclusive” for a 
study demonstrating neither clear benefit nor harm. 
Studies not having sufficient sample size or long-
enough follow-up to attain statistical significance to 
reach a definitive endpoint is commonplace because of 
resource limitations. Obviously, inconclusive results in 
a clinical trial do not necessarily mean the treatment is 
ineffective. Unfortunately, dismissal of an inconclu-
sive trial as “negative” may contribute to publication 
bias. Since “positive” trials are more apt to receive 
prompt well-placed publication than the inconclusive 
trials, overly optimistic impressions of the treatment 
effect may arise from this publication bias. Diligent 
search for and location of both unpublished trials and 
those in less prominent journals is warranted. The 
meta-analyst must carefully evaluate this less formal 
data. This additional information gathered from more 
studies or subjects may lead to more accurate estima-
tion of the treatment effect. Also, several studies may 
have a more heterogeneous sample than a single study. 
The result from this more diverse population may have 
more generalizability to unselected populations. Thus 
hopefully, one gathers a more global solution to a ques-
tion or hypothesis based on most, if not all, existing 
evidence from all relevant studies.

This is particularly true in oncology where treat-
ment effects are often small and contradictory results 
are likely to occur. The advantages of a meta-analysis 
of the pooled raw data from studies, if it can be obtained, 
are that, one can have more descriptive capabilities and 
apply covariate adjustment as well as have a rich data-
base for future analysis as longer follow-up is accrued 
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[17]. Most meta-analyses, however, are done using 
summary data from published articles, abstracts, or 
reports. The advantages are that data is easily gathered 
in statistical summary form and there are statistical 
techniques available for accurately combining the 
results. It may be necessary to summarize the results 
from older studies, where the data is lost, inaccessible, 
or too expensive to retrieve. A meta-analysis of the 
aggregate data from several trials may be the first step 
in motivating the commitment of effort and resources 
in pursuing the raw data for more detailed analyses. 
Methods have been developed and validated for mixed 
models combining IPD from some trials with aggre-
gate data from other trials when the IPD is unavailable 
[19]. Granted there are limitations such as inadequate 
details in the publications, protocol violations, undoc-
umented patient compliance rates, and insufficient 
follow-up in longitudinal trials. Fortunately, in recent 
times, publications for the most part receive a good 
statistical review and the results are generally reliable.

2.1.2  Overview of Statistical Terms  
and Approaches

An appreciation of the terms and methods of meta-
analysis assures deeper understanding of the ultimate 
results and their proper interpretation and limitations. 
Our strategy in this section is to present two meta- 
analyses, the first involving continuous data in 
Sect. 2.1.1 and the second involving categorical data in 
Sect. 2.1.2. We introduce the terms and analysis 
approaches with some attention to the limitations of 
which the readers may wish to be aware.

Meta-analyses deal with common endpoints which 
are well defined, easily measurable, and have been 
measured in a consistent way over all studies over 
time. Rather than combining p-values like Fisher, each 
individual study’s result is translated into an effect size 
(ES). ESs may be the differences in the mean effect of 
treatment or intervention, A, vs. the mean effect of 
treatment or intervention, B. Other ES examples are 
response rates (proportion of successes on A vs. pro-
portion of successes on B) and time to event endpoints 
such as survival, time to progression, time to second 
myocardial infarct (MI), etc. ES can also be expressed 
in terms of odds ratios (OR), relative risk (RR), or 
 hazard ratios (HR). The methodology of meta-analysis 

is to examine the ES from each study and then to sta-
tistically combine these ES to determine a common 
overall ES from all the studies and test the statistical 
significance of this combined statistic, ES.

2.1.2.1  Continuous Data

In the first example, meta-analysis examines  continuous 
endpoint data such as LDL cholesterol level. In  general 
terms, we wish to know if the mean reduction in LDL 
cholesterol is greater with treatment A than with treat-
ment B. There are seven studies (k = 7) in this example, 
where A is the treatment of interest and its comparison 
group is represented by B. The standardized ES d

i
 in 

each individual study in this application is:

d
i
 = (mAi

- µ
Bi

)/s
i
. 2.1

This difference in the population means m
Ai

 and m
Bi

 
with treatment A compared to treatment B in the ith 
study is then standardized by dividing it by the popula-
tion standard deviation s

i
 in the ith study. This stan-

dard ES may vary depending on how the standard 
deviation is defined. For example, it can be the stan-
dard deviation of group A or group B (the reference or 
control group) or the pooled standard deviation of the 
two populations [12]. We will assume the pooled esti-
mate for our example. The population ES d

i
 as defined 

by the population parameters m
Ai

, m
Bi

, and s i is of 
course estimated by the realizations of these parame-
ters in the observed data of the ith study.

ES
i
 = (YAi

- Y
Bi

)/S
i
, 2.2

In our case, each study will have an estimate of the ES, 
where Y

A
 minus Y

B
 is the difference in mean observed 

LDL cholesterol levels between treatment A and B in 
the particular study divided by the pooled standard devi-
ation of the cholesterol levels in both A and B groups. 
The standardized ES becomes unitless or “scale free.” 
The pooled ES will be calculated from these 7 ES from 
the seven studies (see Table 2.1). The values, n

A
 and 

n
B
, in the first column of Table 2.1 are the number of 

subjects on each treatment from A and B, respectively. 
The middle column of Table 2.1 is the ES from each 
of the seven studies. One can see that in studies 1, 2, 
3, 6, and 7, the ES is negative indicating a treatment 
effect in favor of A. This is not true for studies 4 and 5.  
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The last column gives the p-value for testing the 
ES = 0 in each study. Only studies 2 and 7 have a sig-
nificant effect in favor of A. The overall ES in the 
last row is −0.143 showing a greater mean reduction 
in cholesterol on A. However, the overall p-value 
is 0.114 in the last column indicating no significant 
effect overall.

There is some discussion as to the accuracy of equa-
tion (2) in estimating the true population ES repre-
sented by equation (2.1) [12]. When the combined 
sample size of A and B within a single study is less 
than 50, the ES of (2) may overestimate the true popu-
lation ES. Some authors [12] have suggested a correc-
tion factor (CF) with theoretical justification of 
CF = (1−3/(4N-9)) multiplied by ES of (2.2) or CFxES 
to more closely approximate the true population ES 
where N is the sum of the sample sizes of the two 
groups, A and B, within a study (N = n

A
 + n

B
). Clearly, 

as N becomes large this CF approximates one. This CF 
adjustment was made to the middle column of Table 2.1, 
although it was hardly necessary as all our sample sizes 
are fairly large.

The individual and overall study data from such 
meta-analyses is typically displayed in a Forest Plot as 
shown in Fig. 2.1. The Forest plot is a graphical sum-
mary of the meta-analytic statistics. The title, “std diff 
in means and 95% CI” is the ES with the 95% confi-
dence intervals for each study. The dark rectangles 
represent the ES of each study found in the middle col-
umn of Table 2.1. Note that the larger the area of the 
rectangle the larger the sample size. Also, the horizon-
tal lines of the boxes represent the 95% confidence 
interval of the ES. The rectangles to the left of the null 
line (treatment difference between A and B equals 0) 

favor treatment A. Those to the right of the null line 
favor treatment B. The horizontal lines that overlap the 
0 vertical line indicate statistical nonsignificance at the 
0.05 level for that particular study. This is consistent 
with the last column of Table 2.1. The diamond at the 
bottom of the Forest plot is the overall ES of the seven 
studies. The vertical points of the diamond overlap or 
are equal to the value, −0.143, favoring treatment, A, 
and the horizontal points are the lower and upper limits 
of the 95% confidence interval. The 95% confidence 
interval for the overall population ES is (−0.320, 
0.034), which includes 0 and thus overlaps the null line 
in the Forest Plot. Hence, the overall combined results 
are not statistically significant. The actual p-value = 0.114.

2.1.2.1.1  Heterogeneity

Now, having understood the contents of Table 2.1 and 
Fig. 2.1, we can discuss and demonstrate one of the 
issues in meta-analysis called heterogeneity. When 
doing a meta-analysis, the issue of heterogeneity across 
the studies may affect the study results. This is simply 
the variation among the studies. In terms of a statistical 
hypothesis, we can write the null hypothesis: H

0
: no 

heterogeneity or that the treatment effect is the same in 
all k (in our case k = 7) studies. The alternative 
 hypothesis is: H

1
: the treatment effect varies over  

the k studies included in the meta-analysis, thus giving 

Study  
name(n

A
, n

B
)

Effect 
size = (Y

A
–Y

B
)/S

p-value

1(32, 26) −0.160 0.545

2(26, 33) −0.717 0.008

3(32, 43) −0.261 0.266

4(37, 41)  0.324 0.156

5(37, 38)  0.432 0.064

6(35, 40) −0.112 0.629

7(48, 38) −0.627 0.005

Overall −0.143 0.114

Table 2.1 Effects sizes and p-values for the seven LDL studies

−2.00 −1.00 0.00 1.00 2.00

Meta Analysis

Study name Std diff in means
and 95% CI

Favours A  Favours B

1.000
2.000
3.000
4.000
5.000
6.000
7.000

Fig. 2.1 Forrest plot of the seven LDL studies



22 A.A. Bartolucci and W. B. Hillegass

heterogeneity. All we are doing here is testing for con-
sistency among the ESs across the studies. If we reject 
H

0
, then we have heterogeneity. This is important 

because heterogeneity implies that there is some under-
lying difference or differences among the included 
studies. We often want to know what this difference is. 
We would like to be able to understand the cause and 
explain this heterogeneity or variance. Note in Table 2.1 
that 5 of the ES are negative or favor treatment A and 
2 of the ES are positive or favor treatment B. Note also 
in Fig. 2.1 that 5 of the rectangles are to the left of the 
vertical 0 line and 2 are to the right. We want to know 
if statistically, this is a sufficient enough discrepancy 
to cause us to be concerned about heterogeneity.

So, the next task is to formally test for significant 
heterogeneity among the studies at some prespecified 
level of significance, typically a = 0.05 or 0.10. So, in 
addition to some visual indication of heterogeneity in 
the Forest Plot, we have a formal test statistic called 
the Q statistic. The Q statistic is used to determine the 
degree of heterogeneity across studies. The benchmark 
we use is that if Q is close to 0 then there is no hetero-
geneity. The formula for calculating Q involves calcu-
lating a function of the difference between each study 
ES and the overall mean ES of all studies combined 
[13]. If the ES from each study is close to the overall 
mean ES, showing little or no difference among the 
ES, then the Q statistic will be close to zero indicating 
little or no difference among the ESs. The Q has a chi 
square distribution [13] on k-1 df or the number of 
studies minus one. Like other statistics we calculate, 
the Q statistic is compared to a critical value for the chi 
square distribution. The null hypothesis is that there is 
no heterogeneity in the combined analysis or H

0
: Q = 0 

vs. the alternative hypothesis, H
1
: Q ¹ 0 implying that 

there is significant heterogeneity. The critical value of 
the k studies for a chi square distribution on 71 = 6 df at 
an alpha level of 0.05 is 12.59. The calculated value of 
Q from our data is 19.76. Clearly, the calculated Q is 
much greater than the critical value. Therefore, we 
reject the null hypothesis and determine that there is 
significant heterogeneity among our studies. As a mat-
ter of fact, the exact p-value is 0.003.

This does not change our conclusion that there is 
no significant treatment effect due to A. However, it 
does alert us that we should try to determine the source 
of the heterogeneity. Some possible sources of hetero-
geneity may be the clinical differences among the 
studies such as patient selection, baseline disease 

severity, differences in the treatment applied, manage-
ment of intercurrent outcomes (toxicity), patient char-
acteristics, time point or conditions of measurements, 
or others. One may also investigate the methodological 
differences between the studies such as the mechanism 
of randomization, extent of withdrawals, and follow-
up failure in longitudinal studies. One should also note 
that heterogeneity can still be due to chance alone and 
the source not easily detected. Quantifying heteroge-
neity can be one of the most troublesome aspects of 
meta-analysis. It is important, because it can affect the 
decision about the statistical model to be selected 
(fixed or random effects described below). If signifi-
cant heterogeneity is found, then potential moderator 
variables can be found to explain this variability. It 
may require concentrating the meta–analysis on a 
 subset of studies that are homogeneous within 
themselves.

Another statistic used to quantify heterogeneity is 
the I2 index which quantifies the extent of heterogene-
ity from a collection of ESs by comparing the Q statis-
tic to its expected value assuming homogeneity, that is 
to its degrees of freedom, (df = k–1).When the Q statis-
tic is smaller than its df, then I2 is truncated to 0. The I2 
index can easily be interpreted as the percentage of 
heterogeneity in the system or the amount of the total 
variation accounted for by the between studies vari-
ance. For example, a meta-analysis with I2 = 0 means 
that all variability in ES estimates is due to sampling 
error within studies. On the other hand, a meta-analy-
sis with I2 = 60 means that 60% of the total variability 
among ESs is caused not by sampling error, but by true 
heterogeneity among studies. In our seven-study case, 
I2 = 68.63 or 68.6% of the variability among them is 
due to heterogeneity across the underlying studies.

2.1.2.1.2  Meta-Regression

If one finds significant heterogeneity with a significant 
Q statistic and fairly large I2, say greater than 0.55, one 
may use what is referred to as a “meta-regression” to 
determine significant variants or causes of among study 
variability [15]. Such sources of variability are given 
in the previous paragraphs (for example, patient char-
acteristics, baseline disease severity, management of 
inter current outcomes or toxicity, etc.), and are some-
times referred to as covariates. The meta-regression 
approaches model the heterogeneity among study 



232 Overview, Strengths, and Limitations of Systematic Reviews and Meta-Analyses 

treatment effects. Simply stated, the dependent vari-
able is the ES, such as OR’s, RR, standardized mean 
differences, etc. from each study and is regressed on 
the covariates of interest. The suspected covariates and 
their strength of association with the differences in ES 
is determined with usual regression statistics such as 
the estimated regression coefficients or the b-values, 
the p-values, and the R-squares. Those covariates 
which are determined to have a statistically significant 
association with the dependent variable, ES, are assumed 
to be the major causes of heterogeneity. The assump-
tion in using a meta-regression is that all the variables 
of interest suspected of being the sources of heteroge-
neity are available in all publications so they can be 
included in the meta-regression. Absence of data about 
important covariate variables in the literature can be a 
major limitation in assessing heterogeneity in meta-
analyses with meta-regression. For example, in one 
study or publication, one may know the average age of 
individuals on each treatment or intervention, while in 
another study, only age groupings are given, and those 
groupings may be so restrictive as to not permit extrap-
olation of a meaningful average across treatment 
groups.

Other issues with meta-regression have been noted 
as well [21]. That is to say, the associations derived 
from meta-regressions are observational, and have a 
less rigorous interpretation than the causal relation-
ships derived from randomized comparisons. This 
applies particularly to our example above when aver-
ages of patient characteristics in each study are used as 
covariates in the regression. Data dredging is the term 
used to describe the main shortcoming in reaching reli-
able conclusions from meta-regression. It can be avoided 
only in the strict statistical sense by prespecifying the 
covariates that will be investigated as potential sources 
of heterogeneity. However, in practice, this is not 
always easy to achieve as one has no guarantee that 
this information will be available in a reasonable form 
for coding before undertaking the literature search or 
systematic review. Only in the case of doing a meta-
analysis of the raw patient-level data, if available, may 
this be possible.

Further statistical issues of meta-regression are also 
at hand. In a meta-analysis, the unit of analysis is the 
study, so the regression performance is determined by 
the number of studies in the meta-analysis. Thus the 
power of the regression is limited, and in most cases, 
as in the meta-regression from the literature, one could 

not expect much power depending on the number of 
covariates one considers in the model. Also with a 
restricted sample size, investigations of confounding 
interactions could be a challenge. One could derive 
weights for a weighted regression by study size. How-
ever, the usual inverse variance technique used for 
weighted regression would be difficult. Also, in the 
case of a meta-regression, most of the regressions 
 performed use linear regression with no attempt to 
check the underlying assumptions of linearity or nor-
mality. Despite all these challenges, if one is  determined 
to get a handle on the sources of heterogeneity, meta-
regression is the tool of choice particularly with 
 prespecified covariates. Again, the clinician’s or i n v es-
t igator’s substantive insight into the domain of the 
research can significantly enhance methodological 
planning for the systematic review and subsequent 
meta-analysis.

2.1.2.1.3  Funnel Plots to Measure Bias

Another useful diagnostic tool in examining meta-
analyses is the funnel plot. The underlying studies’ 
effect estimates are plotted on the horizontal axis 
against sample size in ascending order on the vertical 
axis. These may be useful in assessing the validity of 
meta-analyses. This is often referred to as “publication 
bias.” The funnel plot is based on the fact that precision 
in estimating the underlying treatment effect will 
increase as the sample size of the included studies 
increases. Results from small studies will scatter widely 
at the bottom of the graph. The spread should narrow at 
the top of the graph among studies with larger sample 
sizes. In the absence of bias, the plot will resemble a 
symmetrical inverted funnel. Conversely, if there is 
bias, funnel plots will often be skewed and asymmetri-
cal. Funnel plots are usually constructed as plotting the 
ES vs. the sample size or the ES vs. the standard error.

In meta-analysis, we can use a linear regression 
approach [8] to measure funnel plot asymmetry on the 
ES. The ES is regressed against the estimate’s preci-
sion, the latter being defined as the inverse of the stan-
dard error. The regression equation is: ES = a + b* 
precision, where a is the intercept and b is the slope. If 
the regression line passes through the origin, the inter-
cept a = 0, then the funnel plot is symmetric. The null 
hypothesis is Ho: a = 0 which assumes symmetry of the 
effects about the null value of 0 in the case of 
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continuous data. Since precision depends largely on 
sample size, small trials will be close to zero on the 
horizontal axis and vice versa for larger trials. If the 
null hypothesis is rejected, the intercept of the regres-
sion line is different from 0 indicating bias in the rela-
tionship between precision and ES. We demonstrate 
this concept for our seven studies in which the funnel 
plot is not really very informative. Although symmetri-
cal (see Fig. 2.2 which is the standard error on the ver-
tical axis and the ES or “std diff in means” on the 
horizontal), it is rather flat because there are few stud-
ies with approximately the same sample size. However, 
the symmetry is preserved as shown by the plot and the 
regression results. The test of the null hypothesis that 
the intercept is equal to zero is not significant at the 
0.05 alpha level indicating that the line goes through 
the origin. See the vertical mid line on Fig. 2.2. The 
actual p-value is 0.5194 indicating that there is not any 
bias in the relationship between ESs and precisions. 
Thus there is no publication bias. However, a limitation 
of this test is that it may not be accurate for small sam-
ple sizes, i.e., small number of studies in the meta-
analysis. Figure 2.3 is a funnel plot of 14 studies 
addressing the same issue as our seven study plot, and 
one can see that with enough studies, the plot does take 
a nice funnel shape indicating no bias. Detailed 
 discussions of funnel plots and test of symmetry can be 
found throughout the literature [3, 8] pertaining to 
meta-analyses.

2.1.2.2  Categorical Data

We next consider a second type of meta-analyses i.e., 
when data are categorical. This can involve statistics such 
as ORs, proportion of response, or relative risk ratios. In 
Table 2.2 are the results from six clinical studies compar-
ing an intervention A with a control group B noted by the 
subscripts. O represents the observed number of responses 
in the treated, A group, and the control, B group. N repre-
sents the total sample size in each group, A and B. The 
odds ratio (OR = [O

A
/(N

A
–O

A
)]/[O

B
/(N

B
–O

B
)]) or the odds 

of response vs. no response in group A vs. group B is 
noted in the sixth column. For example, in study 1, one 
interpretation could be that the odds of a responses vs. a 
nonresponse is 1.3 times more likely in group A than in 
group B showing superiority of intervention A to control 
B. We see that in studies 1, 2, 3, and 6, there is superiority 
of A to B with respect to achieving a higher odds of 
response and the opposite is true in studies 4 and 5. The 
p-values for each study is seen in the last column and the 
overall p-value using the Mantel–Haenszel statistic is 
0.001, showing superiority of A over B with respect to 
the endpoint. Recall that the null hypothesis being tested 
in this context is that the OR = 1 vs. the alternative hypoth-
esis where the OR ¹ 1. The overall OR = 1.223 with 95% 
confidence limits (1.094, 1.366). The p-value = 0.001. 
Figure 2.4 is the Forest plot with 95% confidence inter-
vals on the ORs. Notice the larger rectangle for study 6 
indicating a larger sample size than the other studies.
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Just as in the previous case, not only do we have the 
treatment comparison effects, but also we can generate 
the other statistics testing for heterogeneity and publi-
cation bias. The Q statistic is 8.249 with a p-value = 0.143 
indicating no heterogeneity. The I2 statistic is 38.389 
indicating that about 38% of the variance in heteroge-
neity is due to the between studies variation. The fun-
nel plot is not shown here. However, Egger’s test for 
symmetry yields a p-value = 0.019 indicating possible 
publication bias. Examining the statistics (not shown 
here) indicates that the larger studies 1, 2, 3, and 6 do 
in fact have smaller standard errors than do the smaller 
studies, 4 and 5. Thus this test of symmetry may not be 
very informative in this case as we mentioned above, 
as the sample size (number of studies) is rather small.

−2.0

0.4

0.3

0.2

0.1

0.0

−1.5 −1.0 −0.5 0.0

Std diff in means

Funnel Plot of Standard Error by Std diff in means

S
ta

n
d

ar
d

 E
rr

o
r

0.5 1.0 1.5 2.0

Fig. 2.3 Funnel plot of  
14 studies showing 
symmetry

Study O
A

N
A

O
B

N
B

OR p-value

1 392 512 358 498 1.277 0.090

2 286 483 249 482 1.358 0.018

3 164 427 297 848 1.157 0.235

4 34 152 36 137 0.808 0.439

5 36 154 51 172 0.724 0.202

6 334 1107 274 1116 1.328 0.003

Overall – – – – 1.223 0.001

Table 2.2 Six clinical studies involving categorical data
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Fig. 2.4 Forest plot of the six studies of Table 2.2
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2.1.2.3  Time to Event Data

Figure 2.5 is a survival plot comparing two interven-
tions, A and B. The vertical axis is the probability of 
remaining free of the event or failure and the horizon-
tal axis is the time. Often, data from survival studies, 
generally known as the time to event analyses, are pre-
sented as survival curves as pictured in this figure. One 
can see in this study that the curve for intervention, A, 
is above the curve for B indicating a slower rate of 
failure over time for A as compared to B. In order to do 
a meta-analysis on aggregate data such as this, one has 
to know the hazard ratio (HR) or the log(HR), where 
HR is the ratio of hazards. The hazard function is a 
function associated with a survival curve or experience. 
The hazard function is basically the failure (death) rate 
over time. It can be thought of as the odds of failure 
over time. It is the chance of failure at any point in 
time. Just as the hazard function is a failure rate on a 
particular treatment, the HR is a measure of relative 
treatment effect. For example, suppose we have two 
groups (A or B), H

A
 is the hazard associated with A 

and H
B
 is the hazard associated with B. In Fig. 2.5, we 

wish to compare their survivals. Our null hypothesis is 
that the two survivals are not different or the hazard 
ratio, HR = 1 i.e.,

H
0
: HR = H

A
/H

B
 = 1 (null hypothesis)

H
1
: HR = H

A
/H

B
 ¹ 1 (alternative hypothesis)

Thus the HR = [Failure rate (new treatment)/Failure 
rate (control group)].

If the HR < 1, then the outcome favors treatment A. 
This indicates that A has smaller hazard or chance of 

failure over time as compared to B. If HR > 1 then the 
outcome favors treatment B. Thus HR = 1 implies no 
difference between treatment and control groups. Meta-
analysis combining several time-to-event studies deter-
mines whether treatment A is superior to its comparison 
group. If we do not have the raw patient data, an aggre-
gate data approach may be required for some or all 
included studies. With meta-analysis of randomized 
controlled trials with time-to-event outcomes, the chal-
lenge is that there may be variation in the reporting of 
survival analyses [23]. Often, no single method for 
extracting the log(HR) estimate will suffice. Methods 
have been described for estimating the log(HR) from 
survival curves [23]. These methods extend to life-
tables. In the situation where the treatment effect var-
ies over time and the trials in the meta-analysis have 
different lengths of follow-up, heterogeneity may be 
evident. In order to assess whether the hazard ratio 
changes with time, several tests have been proposed 
and compared [23]. All issues discussed above for the 
OR applies to the hazard ratio. One can test for treat-
ment effect, heterogeneity, and publication bias. As 
mentioned, one of the greatest sources of heterogene-
ity would be the differing length of follow-up across 
the studies included in the meta-analysis.

2.1.3  Other Tests in Meta-Analysis

In Sect. 2.0 above, we have discussed the background 
and the major tests for determining the overall treat-
ment effect and its significance as well as heterogene-
ity in meta-analysis. There are other topics that one 
can pursue which are informative and will point out 
precautions that one must take in discussing meta-
analyses.

2.1.3.1  Test for Interaction

One possible test is that of interaction. This involves 
grouping studies according to some characteristic of 
the study; for example, is the treatment effect homoge-
neous over the groups such as age categories, modali-
ties, etc.? Let us suppose for the six studies of Table 2.2, 
that we believe the treatment effect to be nonhomoge-
neous over the age groups in our studies. In particular, 
we might suspect that the treatments may perform 
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Fig. 2.5 Survival comparison of A vs. B for time to event data
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differently in the older than younger age groups. 
Assuming that we have the information to stratify the 
individual study results by age, we calculate OR com-
paring treatment A to treatment B in four age catego-
ries (Table 2.3). Note that overall, the results for 
Table 2.2 indicated superiority of A over B at p = 0.001. 
When the data was combined from all six studies in 
Table 2.3 and broken into age categories, we see that A 
is superior to B in ages 20–50 as the OR are all greater 
than one. Note that for age 50 or more, the OR is less 
than one, indicating superiority of B over A in the old-
est group. In the last row of Table 2.3, we list the 
p-value for testing significant interaction of treatment 
with age which is p = 0.02 indicating significant inter-
action. This identifies a limitation of doing a meta-
analysis on aggregate data. Unless one had the raw 
data from the six studies, or information on age cate-
gories and response was available in all 6 published 
articles, one would not be able to detect this potentially 
meaningful interaction. Hence, one might not discover 
that the overall result of the meta-analysis may not be 
true in a clinically important subgroup.

2.1.3.2  Test for Trend

Another important test to examine meta-analytic results 
is testing for a trend in the treatment effect. The tech-
nique is to split the data of each study according to 
some ordinal characteristic of the subjects which is 
suspected to influence the treatment effect; e.g., age, 
nodal status, disease stage, or severity, etc. Is there a 
systematic tendency of the treatment effect to increase/
decrease with the severity of disease? Again, unless 
one has the raw data, or the ordinal categorization is 
obvious from the aggregate or published results, this 
may be impossible to do.

A meta-analysis was done on several studies to 
compare two interventions A and B. Was there a sig-
nificant trend in response based on disease severity? 
We assume that we can group the data results from a 
number of studies by three classes of disease severity: 
low, medium, and high. When analyzing the data, we 
note that the OR of A vs. B (OR > 1) with respect to 
achieving a response overall was statistically signifi-
cant, p £ 0.05. When combining all the studies, we note 
a trend in the OR as 3.65, 1.72, and 1.05 for low, 
medium, and high disease severity respectively. Note 
the decreasing effect of A as the severity increases. A 
test for trend was significant at p = 0.01 indicating a 
statistically significant trend in the effect of A, with 
greater effect in less severe cases.

2.1.3.3  Sensitivity Analysis  
and “File-Drawer Effect”

One of the challenges in a meta-analysis is finding all 
of the studies on the subject. A critical issue in meta-
analysis is what has been dubbed “the file-drawer 
effect.” That is, a study is conducted without a signifi-
cant result, and it is not published. The time, effort, 
and resources necessary to publish the study are not 
expended particularly because it may be difficult to 
receive publication in a respected journal. It is very 
tempting for someone with inconclusive, nonsignifi-
cant data to quietly put it in a file drawer, intending to 
write it up when one gets some free time. Other more 
promising projects take priority.

The reason why publication bias is so important to 
a meta-analysis is that even if there is no real treatment 
effect, 5% of studies will show a significant positive 
result at the p < 0.05 level. That is, there is a 5% prob-
ability of getting a significant result if the null hypoth-
esis is actually true. Counterbalancing inconclusive 
studies which would contribute to a more accurate 
overall ES estimate may be absent. Suppose one in fact 
performs a meta-analysis and achieves a significant 
effect, to evaluate the sensitivity of the result to publi-
cation bias, an estimate of how many unpublished, 
nonsignificant studies would reduce the overall effect 
to nonsignificance can provide some intuitive sense of 
the robustness of the result. Obviously, if the number 
of studies required to negate the observed effect is very 
large, you can be more confident that your meta- 
analysis’s significant treatment effect is not arising 

Age category Range OR

1 20–30 1.23

2 31–40 1.04

3 41–50 1.09

4 51+ 0.82

Interaction – p = 0.02

Table 2.3 Test of age by treatment interaction for the combined 
six studies of Table 2.2
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from the “file-drawer effect.” For example, in Table 2.2, 
at least 10 more studies with a sample size of at most 
200 with nonstatistically significant results would be 
required to reduce the observed result to nonsignifi-
cance. Hence, we can be pretty confident that the 
results are not highly sensitive to publication bias. 
Sensitivity analysis, therefore, helps determine the 
robustness of the meta-analytic result.

Another form of sensitivity analysis is to reexamine 
the result when one or more studies are excluded. The 
reasons for doing this may include suspicion that one 
or more of the studies has undue influence on the over-
all result. Therefore, the question may arise as to the 
effect of certain studies in the meta-analysis that one 
believes may be over influencing the result, and if they 
were removed, would the effect be diminished? For 
example, in a meta-analysis of a longitudinal or time to 
event outcome, omit those studies with less follow-up 
than others to determine if the results still hold. 
Additionally, one may wish to perform a sensitivity 
analysis where studies judged to be of lower quality 
are excluded. Strategies have been employed to weight 
the studies by the presence of prespecified characteris-
tics generally associated with optimal study design and 
conduct [5].

2.1.4  Statistical Techniques to Account 
for Study Size and Quality

In medicine and dentistry, one needs to properly 
weight all the evidence available to make sound prin-
cipled decisions. Similarly, the studies in a meta- 
analysis can and should be weighted by study size 
(inverse variance) and perhaps other factors such as 
study quality.

2.1.4.1  Weighing of Evidence

Now that we have discussed what a meta-analysis does 
and some of the issues involved, we are keenly aware 
of the fact that not all studies will behave in the same 
way. That is, they are of different sizes, perhaps differ-
ent precision of the estimates of the effects across the 
studies and differing amounts of information such as 
subject characteristics from study to study. The ulti-
mate goal of the meta-analysis is to calculate a “weighted 

average” of the effects of interest such as OR, risk 
ratio, hazard ratio, or standardized mean effect across 
the studies.

While there are various potential measures of ES, 
the overall goals are the same:

Calculating a “weighted average” measure of •	
effect
Performing a test to see if this estimated overall •	
effect is different from the null hypothesis of no 
effect.

The general concept is simple: determine the average 
effect across studies and assess its significance with a 
p-value. The mathematics is also straightforward.

The main challenge is to choose the type of weights 
to assign. By far, the most common approach is to 
weight the studies by the “precision” of the estimates. 
Precision is largely driven by the sample size and 
reflected by the widths of the 95% confidence limits 
about the study-specific estimates. Another way of 
considering precision is the variance of the effect 
within the study. The larger the variance, the less pre-
cise the estimate of the effect (i.e., OR, risk ratio, haz-
ard ratio, or standardized mean effect). The smaller 
the variance, the more precise the estimate of the 
effect. The precision is defined in several ways, but 
has the same impact. The precision is sometimes 
defined as the inverse of the variance, inverse of the 
standard deviation, or inverse of the standard error of 
the mean. In any case, the smaller the variance, stan-
dard error, standard deviation, etc. usually as a result 
of a larger sample size within a study, the greater the 
precision.

When weights are assigned by the precision of the 
estimates, they are proportionate (1/(variance of the 
study)). This is the “statistician’s” approach. A possi-
ble problem, however, is that it could assign a bigger 
weight to the large and poorly-done study than it does 
to the small and well-done study. A meta-analysis that 
includes one or two large studies is largely a report of 
just those studies. However, for the most part, this is a 
reasonable assignment of weights. So, if we assume 
that we have chosen our studies well, we want the 
larger study to impact more on the meta-analysis than 
a smaller study. Some authors have assigned weights 
to studies based on the study quality or the amount of 
information provided about the study design, analysis, 
and study presentation. This is a scoring method and 
the studies with the most detail receive a higher score 
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which is factored into the weighting [5]. The most 
widely used is the Jadad scale (Oxford quality scoring 
system) that assigns a score of 0–5 based on the study 
characteristics of randomization, blinding, and with-
drawals/dropouts [14].

2.1.4.2  Random Effects

In Sect. 2.1.2, we discussed the Q statistic as a measure 
of the heterogeneity across studies in a meta-analysis. 
Heterogeneity in the underlying studies can be a chal-
lenge when interpreting the results of a meta-analysis. 
The diverse nature of the patient populations, designs, 
and overall methods employed in the underlying stud-
ies can lead one to question the applicability of the 
results to a specific individual or group of patients. 
Also, the confidence interval surrounding the estimated 
overall effect, if derived from just the variance within 
each study, is too small when heterogeneity is present 
across the studies. Because of the varying sample sizes 
and underlying patient populations, it has been pointed 
out [6] that each study has a different sampling error 
associated with it. The inverse variance weights defined 
above account for the within study variance but do not 
account for the between studies variation. With these 
fixed-effects methods of meta-analysis, one of the 
assumptions is that there is no variation between stud-
ies. However, if all the studies are not sampling from 
the same parent population, there may well be addi-
tional variance between the studies. In other words, 
one possible explanation for the heterogeneity of ESs 
among the studies is that each individual study in a 
meta-analysis may be sampling from a different parent 
distribution.

To allow for the randomness between the studies, 
we want to account for both the within and between 
study variation. Unlike fixed-effects models, random 
effects meta-analysis methodologies account for both 
within and between study variations. This allows one 
to adjust for the heterogeneity among the studies and 
gives a more accurate interpretation of the results when 
integrating studies. Several authors [6] have done an 
excellent job of describing this process and construct-
ing what is known as a random effects model. The con-
venience of the random effects model is that we need 
not worry about heterogeneity and discussion of the Q 
statistic and I2 with regard to the estimation of the con-
fidence interval around the overall ES. The additional 

between study variance has been adjusted for in the 
calculations of the confidence interval surrounding the 
treatment effect. The estimate of the between study 
variance is calculated in the t statistic. The square of 
this statistic is added to the variance of each individual 
study variance before calculating the inverse variance 
[1/(s

i
2 + t2)].

This is not necessarily reassuring to some investiga-
tors who wish to know the degree of heterogeneity 
even before the random model is invoked. This does 
not necessarily prevent one from computing the Q and 
I2 statistic as described above in Sect. 2.1.2. Hence, 
many investigators will compute the results of the 
meta-analysis with a fixed-effects approach to explic-
itly and formally examine heterogeneity. If heteroge-
neity is found, typically a random effects model will 
then be invoked as the more sound estimate of the 
summary treatment effect and the surrounding confi-
dence interval.

While there is a convenience to the random effects 
model, it generates wider 95% confidence intervals. 
This is true because the 95% confidence interval on the 
summary ES takes into account two sources of varia-
tion, the between study as well as the within study 
sampling variation. To demonstrate this, note from the 
seven-study example in Sect. 2.1.2 and Table 2.1 and 
Fig. 2.1, that the ES =  −0.143 and the 95% confidence 
interval for the overall population ES is (−0.320, 
0.034). For the random effects model, the ES = −0.154 
and the 95% confidence interval for the overall popula-
tion ES is (−0.476, 0.169). The results are the same in 
that there is no significant treatment effect, p = 0.350. 
However, the confidence interval in the random con-
text is almost twice as large (1.8 times) as that for the 
fixed effects confidence interval. As another example, 
note the results of Sect. 2.1.2 for the categorical data in 
Table 2.2. The overall OR = 1.223 with 95% confidence 
limits (1.094, 1.366) for the fixed effects analysis. For 
the random effects analyses, the OR is 1.187 with 95% 
confidence interval, (1.019, 1.382). The results remain 
statistically significant (p = 0.028), but the confidence 
interval width in the random context is 1.33 times that 
for the fixed effects confidence interval. Given this, if 
no significant heterogeneity is detected between the 
ESs of the underlying studies, a fixed effects model 
may be appropriate. When a fixed effects assumption 
is appropriate, there is greater power to detect a signifi-
cant overall treatment effect than with the random 
effects model.
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2.1.4.3  Random Effects vs. Fixed Effects

The question naturally arises as to which is the better 
approach – a random effects model or a fixed effects 
model? One might determine that the more conserva-
tive approach is to consider the random effects since 
the confidence intervals are wider. However, an excel-
lent discussion of this approach and its controversy 
has been put forth by several authors. [18]. They point 
out that “conservative” in this context is generally 
taken to mean that random-effects approaches tend to 
have higher estimated variances than fixed effects 
models due to the inclusion or addition of the between 
study variation, which results, as we saw above, in 
wider confidence intervals. They point out that, when 
random-effects summaries are conservative in this 
context, they need not be conservative in other, equally 
important considerations. Specifically, random-effects 
ES can be farther from the null value and can have 
smaller p values, so they can appear more strongly 
supportive of causation or prevention than fixed-effects 
statistics or ES. The presence of this condition depends 
on the situation. For example, let us consider our two 
data examples in Sects. 2.2.1 and 2.1.2. Note that in 
Sect. 2.1.1, when considering the case of the continu-
ous data summarized also in the previous paragraph, 
the confidence interval for the fixed effects is narrower 
than the confidence interval for the random effects. 
Also the ES of −0.154 for the random model is farther 
from the null value of 0 than is −0.143 for the fixed 
effects model. The p-value for the fixed effects is 0.114 
and for the random model is 0.350. Here, the p-value 
of the random model is not smaller than the fixed 
effects model or more supportive of causation despite 
the larger estimated ES with the random model. Also 
in Sect. 2.1.2 for the OR example, the ES for the fixed 
effects is 1.223 with a p-value = 0.001 and the ES for 
the random effects is 1.187 which is closer to the null 
value of 1 and a p-value = 0.028. All this indicates is 
that the random effects model is not always more con-
servative than the fixed effects model when one not 
only focuses on the confidence intervals and p-values, 
but also examines the magnitude of the ESs [18].

Usually, the presence of heterogeneity among stud-
ies motivates employing the random effects design. 
While the random effects approach is a good mathe-
matical way of accounting for the variation across 
studies, the researcher should still be aware of and 
investigate the potential sources of heterogeneity. It 

may not always be possible to determine or explain the 
heterogeneity, but every attempt should be made to 
examine it, explain it, and determine if proceeding 
with the meta-analysis is appropriate. An assumption 
is that the characteristics of the studies that generated 
the results allow those results to be combined [18]. 
Some may question that assumption and after examin-
ing those characteristics decide that it may not be rea-
sonable scientifically or clinically to combine those 
results. Hence, rather than being mutually exclusive, 
examining fixed effects, random effects, and tests of 
heterogeneity are all a part of the total reporting of a 
sound meta-analysis.

Another possible way of examining the data acco-
unting for the randomness among the studies is by 
conducting a Bayesian meta-analysis.

2.1.5  Bayesian Meta-Analysis

There are times when one has a prior belief about the 
performance of therapies before the trial or study 
begins. Thus it is assumed that their performance on an 
average is random. This is also the case before pro-
ceeding with a systematic review to gather studies for a 
meta-analysis. Just as meta-analysis is the technique 
used to combine the information from similar trials 
into a formal summary, Bayesian analysis takes it one 
step further and combines prior information or prior 
beliefs with the meta-analysis. These beliefs are called 
the prior distribution. The term “Bayesian” comes from 
Bayes Theorem which is a simple mathematical for-
mula for computing conditional probabilities. Thomas 
Bayes was an 18th century English clergyman [4].

For example, in our data in Table 2.2 from Sect. 2.1.2, 
one may believe before starting the study that the gains 
in odds of response on A is 20% better than that on B 
and that this is a random component with a reasonable 
probability distribution. The evidence from the trial or 
data from the literature is described as the sampling 
distribution of results. Combining the prior belief and 
the evidence in the data gives the posterior distribution 
of beliefs. This gives an estimate of the actual OR or 
what is termed the posterior OR. Differences from the 
analysis done in Sect. 2.1.2 or classical analyses include 
the incorporation of prior beliefs and the absence of 
p-values. The posterior estimate of the effect or OR is 
via a credibility interval which is analogous to a 
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classical point estimate of the OR and its associated 
confidence interval, but has a direct interpretation in 
terms of belief. As many people interpret a confidence 
interval as the region in which the effect probably lies, 
they are essentially acting as Bayesians.

Table 2.4 and Fig. 2.6 give the results of the Bayesian 
application to the data in Table 2.2. The prior belief 
incorporated into the analysis was that the prior odds 
of A in favor of B is random with a probability distri-
bution and ranged from 0.9 to 1.26. We omit the details 
of the underlying distribution as it is not necessary for 
us to proceed with the overview of the procedure. 
Combined with the data in Table 2.2 from the columns 
titled, O

A
, N

A
, O

B
, N

B
, we derive the posterior OR in 

Table 2.4 for each of the 6 studies. That is, the OR 
column of Table 2.2 updates the prior information to 
yield the “Posterior OR” column in Table 2.4. The col-
umns titled Lower (2.5%) and Upper (97.5%) for stud-
ies 1–6 are the lower and upper limits respectively for 
the 95% posterior credible regions of the posterior OR 
from each of the studies. Note that in Table 2.4, studies 
3, 4, and 5 have a lower limit below 1 indicating pos-
sibly no difference in the two treatments. Studies 1, 2, 

and 6 have a lower limit above the value 1 indicating 
superiority of A to B. The last row of Table 2.4 is the 
overall Bayesian meta-analytic posterior OR with the 
95% credible regions. Note that the posterior 
OR = 1.195 with a lower limit equal to 0.972 or very 
close to one. This indicates possible evidence from the 
combined six studies for no difference between the 
two treatments. However, note Fig. 2.6, which is the 
posterior density of the OR from the combined studies. 
We note that the bulk of the density is above 1, favor-
ing treatment A. The feature of the Bayesian approach 
is that now the parameters of interest, such as the ESs, 
are random and have a distribution which allow us to 
determine the credibility of certain values of that 
parameter with some probability. No p-value is gener-
ated confining us to a region of 0.05 or less. The inter-
pretation is based on the credible interval or region and 
the posterior density distribution.

Also in Fig. 2.6, the label odd R stands for posterior 
OR from the meta-analysis and the number 10,000 is a 
feature of the software we used indicating the number 
of high speed iterations used to converge to our solu-
tions [20]. We used much more than actually needed 
for this particular application. We note that the Bayesian 
computations can be computer intensive, but the avail-
ability of the software to perform these calculations 
makes it routine in most cases [20].

Another feature of the Bayesian analysis is that one 
can derive a predictive distribution. That is, if a new 
study were to be done comparing A and B, then based 
on our results, we can predict what the OR would be 
and it’s credible region. For our data, the predictive 
value of the OR is 1.227 with a credible region of 
(0.762, 1.761) indicating some evidence in favor of no 
treatment effect.

The Bayesian analysis is very attractive in that one 
can incorporate prior information into the meta- analysis 
and update this information with the new sample data 
from studies gathered. Also, should more articles 
addressing a similar question be published in the future, 
one can then use the posterior distribution from the 
present meta-analysis as the new prior distribution for 
the next meta-analysis. For example from Table 2.4, 
the new prior density region for the OR for the next 
meta-analysis could be in the range of  0.972–1.41. 
There are no statistical multiplicity issues involved in 
terms of p-value adjustment for repeated significance 
testing since there are no p-values to consider. The 
major criticism of the Bayesian approach is that one 

Study Posterior 
OR

Lower 
(2.5%)

Upper 
(97.5%)

1 1.235 1.011 1.533

2 1.272 1.054 1.573

3 1.185 0.976 1.409

4 1.109 0.714 1.424

5 1.048 0.620 1.372

6 1.269 1.088 1.498

Overall 1.195 0.9724 1.413

Table 2.4 Posterior estimates of odds ratios for the data in 
Table 2.2
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odd_R sample: 10,000

Fig. 2.6 Posterior density of the composite odds ratio for the 
Bayesian analysis
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has to specify a prior distribution and that it may be too 
subjective. Such need not be the case as one can always 
use previous data from previous studies or the litera-
ture to empirically construct a prior distribution.

2.2  Discussion

There are many advantages to doing a meta-analysis. 
They include, but are not limited to the following:

1.  One is able to detect small but clinically relevant 
effects of an intervention.

 2.  Considering the heterogeneous nature of subjects 
across studies, the more diverse groups of subjects 
across studies hopefully permits a more global so-
lution to a question or hypothesis. The conclusion 
has the potential advantage of being based on most, 
if not all, existing evidence from relevant studies.

 3.  One can avoid the time and expense of doing a larger 
confirmatory study if the evidence from many studies 
is available, properly handled statistically, and the me-
ta-analysis provides a sufficiently conclusive result.

 4.  Although most meta-analyses are done from pub-
lished results, the more powerful results are gar-
nered from actual subject data. However, for many 
studies the data are too old, too expensive to re-
trieve, or cannot be retrieved. A meta-analysis of 
aggregate data may be all that is possible.

 5.  The statistical tools are such that most sources of 
bias and heterogeneity can be statistically exam-
ined. Sensitivity of statistically significant results 
can be measured.

 6.  The statistical techniques to analyze results from 
meta-analyses are generally not new and many 
standard techniques apply.

 7.  The resources to help accomplish a systematic re-
view of studies to be included in the meta-analysis 
are available.

 8.  The statistical software to perform meta-analyses 
are available, but should not be used without ap-
propriate understanding of the underlying methods 
and limitations.

Some of the more prominent issues facing meta-
analyses include:

 1. The assumption that the evaluation techniques are 
consistent across studies.

 2. It still may be difficult to locate all the articles nec-
essary for a meta-analysis or data sources, although 
resources are available. This can still lead to the 
“file-drawer” effect.

 3. Some statistics such as ESs for continuous data 
may be biased and must be adjusted accordingly.

 4. Inconsistent coding of variables across studies lim-
iting their utilization for detecting heterogeneity.

 5. Although one can detect the presence and severity 
of heterogeneity, the exact sources of heterogene-
ity may not be detectable from the literature even 
with meta-regression.

 6. Because the study is the unit of analysis, the ade-
quacy of statistical power of any meta-analysis 
may be in question.

 7. Unless the data is available and consistent across 
studies, detection of interaction and trends can be 
difficult.

 8. When combining studies for analysis, appropriate 
weights and scoring must be considered.

 9. The underlying statistical assumptions of meta-
regression and random effects are sometimes ignored 
and must be validated.

 10. Although the Bayesian approach involves a 
broader inclusion of prior knowledge to a meta-
analysis, some are reluctant to specify a prior dis-
tribution unless it can be empirically justified.

 11. The statistical computations of the Bayesian 
approach are complex and should be performed by 
those experienced in that skill.

All of these latter issues are addressed statistically and 
certainly do not preclude one performing  meta-analyses. 
One should certainly be aware of these issues. The 
attempt has been made here to demonstrate most of the 
strengths and limitations of meta-analyses by way of 
definition and application.

2.2.1  Conclusion and Resources

Meta-analysis is controversial. However, every attempt 
is made to guard against bias through proper system-
atic review, examination of heterogeneity, and publica-
tion bias. Heterogeneity should be exposed, explored, 
and explained if feasible. Limitations obviously result 
from selection of studies, choice of relevant outcome, meth-
ods of analysis, interpretation of heterogeneity, and 
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generalization and application of results. Typically, the 
statistical tools at hand are certainly adequate for 
addressing these issues. There are good online sources 
which provide guidelines for conducting a meta- 
analysis. These include CONSORT, QUORUM, and 
MOOSE. These can be entered as key words to locate 
the resource. The Cochrane Collaborative mentioned 
above in section 1.0 provides excellent guidelines as 
well. A good source for arranging onsite training for 
nonstatistically oriented investigators with an over-
view for understanding and conducting meta-analyses 
can be found by contacting QuantitativeAppl@aol.com. 
However, one should keep in mind that meta-analyses 
should neither be a replacement for well-designed 
large-scale randomized studies [2] nor a justification 
for conducting small underpowered studies. It is a tool 
which, when properly utilized, helps one to arrive at a 
reasonable and defensible decision from the scientific 
information already presented.
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3.1  Introduction

Systematic reviews and meta-analysis have become 
the de facto gold standard in evidence-based health 
care. Nevertheless, most health care providers do not 
have a clear understanding of how systematic reviews 
and meta-analyses are conducted and how to interpret 
their results. This fact greatly hinders the application 
and dissemination of evidence that could have an 
important impact on the population health. Frequently, 

evidence from systematic reviews reaches mainstream 
health care only when they are adopted or endorsed by 
professional associations/societies and governmental 
bodies. In an evidence-based era, it is interesting to 
note that some of the journals with higher impact in 
medicine and dentistry are still based on narrative 
reviews written by invited authorities. This underlines 
the fact that most health care providers have trouble 
understanding one of the most important sources of 
evidence. In this context, the aim of the present chapter 
is to provide an overview of the methods used to 
 combine the results of several studies. We will focus 
on the application and interpretation of meta-analytic 
methods.

First, we would like to acknowledge that system-
atic reviews and meta-analyses are not easy topics for 
most readers. This is especially true for health care 
providers who focused most of their efforts on learn-
ing biology-related subjects instead of mathematical 
concepts. As a consequence, most researchers do not 
like statistics-related topics, most professionals do not 
use it in their appraisal of the medical literature, and 
majority of the students are not willing to learn it. This 
is an unfortunate truth with known causes and 
 consequences. Our approach to try to explain these 
concepts will be as intuitive as possible and we will 
try to avoid the classic mathematical approach when-
ever possible.

It is beyond the scope of this chapter to review all 
steps of a systematic review. Thus, we will assume that 
the necessary steps to carry out a systematic review 
have been fulfilled (identification of the need for the 
review, preparation of a review protocol, identification 
and selection of the studies, quality assessment and 
data collection, etc.), and we will focus on the analysis 
and presentation of the results.
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3

Core Message

Here, we provide an overview of the methods  ›
used to combine the results of several studies. 
Specifically, we discuss the application and 
interpretation of meta-analytic methods.
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3.1.1  Example: Studies Characteristics 
and Descriptive Results

To illustrate this chapter, let us imagine that we are 
conducting a systematic review about the effect of a 
new antiviral therapy for recurrent herpes labialis. For 
simplicity, our main outcome will be reduction in the 
number of days with pain, i.e., a continuous outcome. 
Also for simplicity, let us assume that all studies used 
placebo as the control group.

Most systematic reviews use tables to present the 
methodological characteristics and outcomes of the 
selected studies. For example, the success of second-
ary root canal treatment was investigated in a system-
atic review published by Ng et al. [7]. The search 
strategy identified 40 studies, of which 17 were 
included in the analyses. Table 3.1 describes the meth-
odological characteristics and outcomes of the 17 
included studies. The methodological characteristics 
of the studies facilitate the reader interpretation of the 
meta-analysis results. Other study characteristics fre-
quently reported are sample characteristics, random-
ization method, blindness of patients, therapists and 
examiner, follow-up time, and dropout rate.

In addition to the methodological characteristics, most 
systematic reviews present the original results in descrip-
tive forms using tables and graphs. Table 3.2 combines 
study characteristics and results for our systematic review 
describing 12 studies that tested the effect of our new 
antiviral therapy. The table presents the year of publica-
tion, total sample size, source of funding, sample size in 
each experimental group (n), estimate of the intervention 
effect (mean), an estimate of the intervention variability 
(standard deviation – SD), and the p-value.

The overall trend of the studies is used to suggest if 
a given intervention is better than the standard treat-
ment or no intervention when only descriptive tables 
are used to present results. This approach is very intui-
tive and does not need any statistical expertise to be 
conducted. However, as you will later see in this chap-
ter, it can be misleading for several reasons. An overall 
assessment of Table 3.2 indicates that between 1997 
and 2002, mostly small studies were conducted, with 
large studies being published only in the last 4 years. 
This finding is consistent with most new therapy stud-
ies since large, costly, time-consuming studies are only 
conducted after some evidence of positive effect and 
safety is available. A closer look at the results of the 
studies shows that within small studies the results are 

very inconsistent, with few studies showing large posi-
tive or negative effects for the therapy when compared 
to placebo. In contrast, large studies do not show major 
differences between experimental groups. As expected, 
variability is larger in smaller studies due to the sample 
size effect on standard deviation estimates. Only the 
first two studies reached statistical significance, and in 
three other studies somewhat borderline results were  
found (p ~ 0.10).

3.2  Main Results: Overall  
Estimates of Effect

The treatment effect could be estimated by calculating 
an overall mean of the results simply by summing up the 
individual results dividing by the number of studies. 
This approach, although very intuitive, would not take 
into consideration the studies characteristics, with stud-
ies contributing equally to the overall estimate. Looking 
at the estimates in Table 3.2, it is obvious that some 
studies have more precise estimates than others. Factors 
that may affect the precision of the estimates are vari-
ous, including sample characteristics, sample size, mea-
surement precision, and reliability. In the meta-analysis 
framework, sample size is often the most important fac-
tor to be taken into consideration. Thus, overall esti-
mates should take into account the sample size with 
larger studies contributing more than small studies. 
Mathematically, this can be accomplished by multiply-
ing each study estimate by the sample size or, in other 
words, by weighting the estimates according to sample 
size. The sum of the estimates can then be divided by 
the total sample size. Table 3.3 shows the weight of each 
study of our example according to sample size. Using 
this approach, the mean reduction in days with pain 
would be 2.8 days for the treatment group and 3.1 days 
for the control group. Thus, the placebo treatment 
reduced in approximately 0.3 days patients’ symptoms.

In essence, this is what is done in a meta-analysis to 
take into consideration the contribution of each study. 
A similar strategy can be used to account not only for 
the sample size, but also for the variability in the esti-
mates of the original studies. The overall weighted 
estimate is calculated multiplying each study estimate 
by the inverse of the square of the standard error 
(inverse-variance weighting method), which is highly 
associated with the sample size of the study. Using this 



373 Understanding and Interpreting Systematic Review and Meta-Analysis Results

“–
” 

m
is

si
ng

 i
nf

or
m

at
io

n;
 U

G
 u

nd
er

gr
ad

ua
te

 s
tu

de
nt

s;
 P

G
 p

os
tg

ra
du

at
e 

st
ud

en
ts

; 
Sp

 s
pe

ci
al

is
t 

en
do

do
nt

is
ts

; 
R

 r
et

ro
sp

ec
tiv

e 
st

ud
y;

 C
 p

ro
sp

ec
tiv

e 
co

ho
rt

 s
tu

dy
; 

R
C

T
 r

an
do

m
iz

ed
 

co
nt

ro
lle

d 
tr

ia
l; 

T
 te

et
h;

 R
o 

ro
ot

; C
&

R
 c

om
bi

ne
d 

cl
in

ic
al

 a
nd

 r
ad

io
gr

ap
hi

c 
ex

am
in

at
io

n;
 R

a 
ra

di
og

ra
ph

ic
 e

xa
m

in
at

io
n 

on
ly

; S
 s

tr
ic

t c
ri

te
ri

a;
 L

 lo
os

e 
cr

ite
ri

a;
 L

R
 s

in
gl

e 
le

ve
l l

og
is

tic
 

re
gr

es
si

on
; G

E
E

 g
en

er
al

iz
ed

 e
st

im
at

in
g 

eq
ua

tio
ns

; X
2  c

hi
-s

qu
ar

e 
te

st
; M

-W
 M

an
n-

w
hi

tn
ey

 U
-t

es
t

St
ud

y 
 

au
th

or
s

O
pe

ra
to

r
D

es
ig

n
R

ec
al

l 
ra

te
 

(%
)

Sa
m

pl
e 

si
ze

U
ni

t o
f 

m
ea

su
re

A
ss

es
sm

en
t 

of
 s

uc
ce

ss
R

ad
io

gr
ap

hi
c 

cr
ite

ri
a 

su
cc

es
s

³4
 y

ea
rs

 
af

te
r 

tr
ea

tm
en

t

C
al

ib
ra

tio
n

R
el

ia
bi

lit
y 

te
st

St
at

is
tic

al
 

an
al

ys
is

G
ra

hn
en

U
G

R
64

50
2

R
o

C
&

R
S


–

–
–

E
ng

st
ro

m
U

G
R

72
15

3
T

C
&

R
L


–

–
X

2

Se
ld

en
Sp

R
20

52
T

C
&

R
L

–
–

–
X

2

B
er

gn
eh

ol
tz

U
G

R
66

55
6

R
o

C
&

R
S

–
–


–

Pe
kr

uh
n

Sp
R

81
36

T
C

&
R

S
–

–
–

X
2

M
ol

ve
n

U
G

R
50

22
6

R
o

R
a

S





X
2

A
lle

n
–

R
53

31
5

T
C

&
R

S
–


–

X
2

Sj
og

re
n

U
G

R
46

26
7

R
o

C
&

R
S





L

R

V
an

 
N

ie
uw

en
hu

ys
en

–
R

–
61

2
R

o
C

&
R

S
–




X
2

Fr
ie

dm
an

Sp
C

78
12

8
T

C
&

R
S

–
–

–
X

2

D
an

in
Sp

R
C

T
10

0
18

T
R

a
L

–



X

2

Su
nd

qv
is

t
U

G
C

93
50

T
C

&
R

S


–
–

X
2

C
hu

ga
l

PG
R

75
85

R
o

R
a

S


–
–

L
R

H
os

ki
ns

on
Sp

R
78

76
R

o
C

&
R

S





G
E

E

Fa
rz

an
eh

Sp
C

22
10

3
T

C
&

R
S

–



L

R

G
or

ni
PG

C
94

45
2

T
C

&
R

S





M
–W

Ç
al

is
ka

n
Sp

R
96

86
T

C
&

R
S

–



X

2

Ta
b

le
 3

.1
 M

et
ho

do
lo

gi
ca

l c
ha

ra
ct

er
is

tic
s 

an
d 

ou
tc

om
es

 o
f 

in
cl

ud
ed

 s
tu

di
es

 b
y 

N
g 

et
 a

l. 
[7

]



38 C. Susin et al.

approach, the weighted mean difference (WMD) 
between treatments is 0.26 mm in favor of the new 
antiviral therapy. Table 3.3 also shows the weight 
attributed to each study according to the inverse- 
variance method. It is clear that the study published in 
2008 dominates the overall estimate not only because 
it has the largest sample size, but also because it has 

the greatest precision (smaller standard deviations and 
confidence intervals). Studies with lower variability 
receive greater weight and therefore have greater influ-
ence in the estimate.

Tables and graphs are popular ways of presenting 
the results of a meta-analysis. Table 3.4 presents the 
WMD and the 95% confidence interval for each study. 
The weighted mean provides an estimate and direction 
of the effect, and the confidence interval provides an 
assessment of the variability of the estimates. 
Confidence intervals also indicate the significance of 
the results and when it does not include zero (or  
1 when the results are presented in odds ratio), the 
weighted mean is statistically significant.

3.3  Forest Plots

Figure 3.1 is a Forest plot of the results and has essen-
tially the same information presented in Table 3.4. 
Studies are identified by their year of publication and 
sample size on the left side of the graph. The WMDs 
are presented in a graphical form with point estimates 
being presented as dots or short vertical lines and con-
fidence intervals as horizontal lines. The size of the 
plotting symbol for the estimate is proportional to the 
weight of each study in the meta-analysis. The actual 
estimates are also presented on the right side together 
with the weight of the study. The overall estimate and 

Year of 
publication

Sample size Source  
of funding

Treatment Control p-value

n Mean SD n Mean SD

1997 42 Private 21 2.0 1.7 21 3.9 2.1 0.003

1998 31 Private 16 1.8 2.4 15 3.8 2.7 0.04

1998 44 Private 22 2.1 2.6 22 3.5 2.8 0.09

1999 33 Public 18 3.3 2.7 15 1.8 2.4 0.11

2001 30 Private 14 3 3.2 16 2.1 2.9 0.43

2001 29 Private 13 2.1 2.9 16 3.2 3.2 0.35

2002 27 Public 13 2.9 2.9 14 2.5 2.5 0.70

2002 31 Private 15 2.5 2.5 16 3 2.9 0.61

2005 190 Public 96 2.9 2.1 94 3.1 2.5 0.55

2007 80 Public 39 3.5 2.6 41 3.1 2.2 0.46

2007 145 Public 73 3.2 2.4 72 2.9 1.9 0.41

2008 394 Public 198 2.8 1.7 196 3.1 1.8 0.09

Table 3.2 Description of study characteristics and original results

Year of 
publication

Weight based on 
sample size (%)

Weight based on 
inverse-variance 
method (%)

1997 3.9 4.6

1998 2.9 1.9

1998 4.1 2.4

1999 3.1 2.0

2001 2.8 1.3

2001 2.7 1.2

2002 2.5 1.5

2002 2.9 1.7

2005 17.7 14.2

2007 7.4 5.5

2007 13.5 12.4

2008 36.6 51.3

Total 100 100

Table 3.3 Study weights according to sample size and  inverse-
variance methods
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confidence interval are marked by a diamond. A dotted 
vertical line is used to present the overall estimate.

Since Table 3.4 and Fig. 3.1 have the same infor-
mation, most publications present only the Forest plot. 
Looking at Fig. 3.1, it is easier to observe that the first 
two studies had a significant large effect in favor of the 
new therapy since both estimates are on the left side 
and the confidence interval does not include zero. No 
clear tendency is seen in the next six studies with half 
of them favoring therapy and the other half favoring 
control. It is important to note that the confidence 
intervals include zero for all studies. The overall 
WMD estimate is clearly dominated by the last study.

The last information in Fig. 3.1 is the I-square (I2) 
statistic. The I2 statistic represents the percentage of 
heterogeneity that can be attributed to variability 
between studies. The I2 statistic varies between 0 and 
100% and can be interpreted as follows: low heteroge-
neity for <50%, moderate heterogeneity for ³50 – <75%, 
and high heterogeneity for ³75%. In this example, the 
I2 statistic is approximately 53%, which indicates mod-
erate heterogeneity. This finding can be explained by 
the inconsistent results of the small studies published 
between 1997 and 2002. The I2 statistic is statistically 
significant with a p-value of 0.016, further indicating 
that there is heterogeneity in the results. The only 

information that the Forest plot does not present is the 
p-value for the overall estimate (p = 0.042).

3.4  Exploring Heterogeneity

To further explore heterogeneity, let us try to look into 
the sample size effect. We stratified the studies into 
small and large sample sizes. Figure 3.2 presents the 
Forest plot with estimates for each stratum. Small stud-
ies showed a significant effect in favor of the therapy 
with antiviral treatment reducing the number of days in 
pain in 0.8 days (p = 0.01). In contrast, no significant 
effect was observed in large studies since the confi-
dence interval includes zero (p = 0.29). An overall test 
for heterogeneity between small and large studies is 
significant (p = 0.05). It is interesting to notice that the 
I2 statistic for the small sample size shows moderate 
heterogeneity (56.8%, p = 0.02) indicating that other 
factors may further explain these results. We will 
address this finding later on.

Let us try to explore the heterogeneity of the data 
even more. Figure 3.3 is the Forest plot using a fixed-
effect model stratified by funding source: public or pri-
vate. For public-funded studies, the WMD is 0.10 

Year Sample size Weighted mean difference  95% CI Weight (%)

Lower Upper

1997 42 −1.9 −3.056 −0.744 4.6

1998 31 −2 −3.803 −0.197 1.89

1999 44 −1.4 −2.997 0.197 2.41

1998 33 1.5 −0.241 3.241 2.03

2001 30 0.9 −1.297 3.097 1.27

2001 29 −1.1 −3.323 1.123 1.24

2002 27 0.4 −1.649 2.449 1.46

2002 31 −0.5 −2.403 1.403 1.7

2005 190 −0.2 −0.857 0.457 14.21

2008 80 0.4 −0.658 1.458 5.48

2006 145 0.3 −0.404 1.004 12.38

2007 394 −0.3 −0.646 0.046 51.33

Pooled weighted mean difference −0.257 −0.504 −0.009 100

Significance test of weighted mean 
difference = 0

p = 0.042

Table 3.4 Meta-analysis result using the inverse-variance method
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(p = 0.46, not reported in the Forest plot) in favor of the 
antiviral therapy, whereas for private-funded studies the 
antiviral therapy reduces pain, in average, in 1.29 days 
(p < 0.001, not reported in the Forest plot). The heteroge-
neity test between groups is highly significant, also indi-
cating that funding is an important source of variability.

3.5  Fixed-Effects vs. Random-Effects

So far we have found two possible sources of heteroge-
neity indicating that these studies may have different 
characteristics. We have used what is called a fixed-
effect model to combine studies in a meta-analysis. 
When heterogeneity between studies exists, a different 
approach called random-effects model should be used. 
The fixed-effect model assumes that the meta-analysis 

overall estimate represents the same underlying effect 
and that differences between studies are due to sam-
pling error, i.e., individual studies have the same single 
effect. The random-effects model includes an estimate 
of between-study variability assuming that the meta-
analysis overall estimate is the mean effect around 
which individual studies have a normal distribution. In 
other words, random-effects models assume that the 
intervention is not the only explanation for the overall 
estimate allowing for other factors (such as study 
design, sample characteristics, and treatment differ-
ences) to partly explain the results.

In practice, random-effects models yield more con-
servative estimates with lower p-values and larger con-
fidence intervals than fixed-effect models. Disparities 
in the overall WMD between treatments can also be 
seen due to the fact that random-effects models give 
greater weight to smaller studies than fixed-effect 

Overall  (I-squared = 52.8%, p = 0.016)

2007

1998

2008

1999

2002

2007

2001

2001

1998

2002

Year

2005

1997

80

44

394

33

27

145

30

29

31

31

n

190

42

−0.26 (−0.50, −0.01)

0.40 (−0.66, 1.46)

−1.40 (−3.00, 0.20)

−0.30 (−0.65, 0.05)

1.50 (−0.24, 3.24)

0.40 (−1.65, 2.45)

0.30 (−0.40, 1.00)

0.90 (−1.30, 3.10)

−1.10 (−3.32, 1.12)

−2.00 (−3.80, −0.20)

−0.50 (−2.40, 1.40)

WMD (95% CI)

−0.20 (−0.86, 0.46)

−1.90 (−3.06, −0.74)

100.00

5.48

2.41

51.33

2.03

1.46

12.38

1.27

1.24

1.89

1.70

Weight
(%)

14.21

4.60

Therapy reduces pain  
0−4 4

Effect of antiviral treatment on pain reduction
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Fig. 3.1 Forest plot showing effect estimates and confidence intervals for individual studies and meta-analysis (fixed-effect model)
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models (Table 3.5). As can be seen in Fig. 3.4, the 
overall WMD using the random-effects model is 
slightly different than the estimate using the fixed-
effect model (0.30 vs. 0.26). However, the major dif-
ference can be seen in the confidence interval that now 
includes zero, and therefore, is associated with a non-
significant p-value (p = 0.22). In other words, when the 
heterogeneity is taken into consideration in the calcu-
lation of the estimates, no overall significant differ-
ences were observed between treatments with regard 
to pain reduction. This is in contrast to the conclusion 
that could be drawn from the fixed-effect model.

Sometimes researchers present the Forest plot of the 
fixed-effect model and include the random-effects esti-
mate for comparison (Fig. 3.5). This may be confusing 

for the inexperienced reader because different models 
may have opposite results. As a rule of thumb, if the I2 
statistic is moderate or high (>50%) and the p-value is 
significant (p < 0.05), a random-effects model should 
be used. In our example, a random-effects model is 
warranted.

3.6  Meta-Regression

Stratified analysis is an important tool for detecting 
heterogeneity, but has the same drawbacks of subgroup 
analysis in clinical trials. A better approach to evaluate 
between-group difference is to use a meta-regression 
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Fig. 3.2 Forest plot showing effect estimates and confidence intervals for individual studies and meta-analysis stratified by study 
sample size (fixed-effect model)
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or meta-analysis regression. For those familiar with 
regression analysis, a meta-regression could be thought 
as a regression analysis performed at the study-level, 
i.e., using study-level data instead of individual-level 
data. Table 3.6 shows the result of the random-effects 
meta-regression using sample size and source of fund-
ing as explanatory variables. As observed before in the 
stratified analysis, both factors were significant sources 
of heterogeneity and funding seems to have the biggest 
impact on the effect estimates.

Similarly, Pavia et al. [8] conducted a meta-analysis 
of observational studies about the contribution of fruit 
and vegetable intakes to the occurrence of oral cancer. 
They included 16 studies and found that each portion 
of fruit consumed per day significantly reduced the 

risk of oral cancer by 49% (pooled odds ratio 0.51 
95%CI 0.40–0.65). They found a significant heteroge-
neity across studies. To additionally explore heteroge-
neity, a meta-regression analysis was performed. This 
meta-regression analysis examined the effect of cer-
tain variables, such as quality score, type of cancers 
included, citrus fruit and green vegetable consump-
tion, population studied (men, women, or both), and 
time interval for dietary recall, on the role of fruit or 
vegetable consumption in the risk of oral cancer. 
Table 3.7 shows the results for the meta-regression 
analysis, demonstrating that the lower risk of oral can-
cer associated with fruit consumption was significantly 
influenced by the type of fruit consumed and by the 
time interval of dietary recall.
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3.7  Funnel Plots and Publication Bias

Another important issue in meta-analysis is publication 
bias. Publication bias arises from the fact that studies 
with statistically significant results are more likely to 
be reported by authors and accepted for publication. 
Consequently, there is a risk that meta-analysis esti-
mates are positively biased. It should be remembered 
that some publication bias might be diminished during 
the search strategy, looking for grey literature (unpub-
lished data). Graphical and statistical methods have 
been developed to assist in the identification of publica-
tion bias. The Funnel plot is the most commonly used 
graphic to investigate bias in meta- analysis. Funnel 
plots are scatterplots of each study treatment effect 
(i.e., WMD) by a measure of the study precision (i.e., 
standard error of the treatment effect). Figure 3.6 shows 
the Funnel plot of the present data. The WMD is plot-
ted in the horizontal axis (x-axis) and the standard error 

Year of  
publication

Fixed-effect  
model (%)

Random-effects 
model

1997 4.6 9.24

1998 1.9 5.16

1998 2.4 6.15

1999 2.0 5.43

2001 1.3 3.78

2001 1.2 3.71

2002 1.5 4.23

2002 1.7 4.75

2005 14.2 14.73

2007 5.5 10.14

2007 12.4 14.13

2008 51.3 18.54

Table 3.5 Study weights according to fixed- and random-effects 
methods

NOTE: Weights are from random effects analysis
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is plotted in the vertical axis (y-axis). Larger studies 
will often concentrate in the upper part of the Funnel 
plot because their standard error is generally smaller 
than smaller studies. For instance, the standard error 
for the three largest studies (sample sizes: 145, 190 and 
394) ranged between 0.18 and 0.36, whereas that for 
three smallest (sample sizes: 27, 29 and 30) ranged 
between 1.05 and 1.13. A vertical solid line represent-
ing the overall WMD provides a reference for symme-
try. A similar number of studies should be on both sides 
of this line. In our example, the same number of studies 

is plotted on the left and right sides of this reference 
line. The two doted diagonal lines represent the 95% 
confidence limits for the Funnel plot. In the absence of 
bias and heterogeneity, 95% of the studies should lie 
within the confidence limits lines. Two out of 12 (17%) 
studies are outside the confidence limits, further pro-
viding evidence of heterogeneity and perhaps bias.

A clear example of asymmetric Funnel plot using 
our data could be created by removing four studies 
with effects favoring the control treatment. In Fig. 3.7, 
it can be easily seen that small studies (generally shown 
on the bottom part of the plot) with negative results are 
missing, which may indicate that they were never 
reported or accepted for publication.

Formal approaches to test Funnel plot asymmetry 
have been proposed and implemented in statistical 
softwares. The Egger test uses a linear regression to 
draw a straight-line relationship between the WMD 
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Fig. 3.5 Forest plot showing effect estimates and confidence intervals for individual studies and meta-analysis stratified using a 
fixed-effect and random-effects model

Variable Coefficient SE p-value

Sample size −0.66 0.28 0.04

Funding −2.06 0.52 0.003

Table 3.6 Meta-regression analysis using study sample size 
and source of funding as explanatory variables
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and standard errors. When this regression line is plot-
ted in the Funnel plot, it will appear as a vertical line 
as can be seen in Fig. 3.8. If asymmetry is present, the 
regression line will be plotted away from the vertical 
and the slope of the line will indicate the direction of 
bias (Fig. 3.9). The Egger’s bias coefficient provides a 
measure of the asymmetry. The Egger’s bias coeffi-
cient and its p-value for Fig. 3.7 are small (coefficient: 
−0.18, SE: 0.75, p = 0.81), indicating small chance of 
bias. On the other hand, the bias coefficient for Fig. 3.8 
is larger with a p-value approaching significance 
(coefficient: −1.42, SE: 0.81, p = 0.13), indicating 
some evidence of bias. A negative bias coefficient 
indicates that the effect estimated from the smaller 
studies is smaller than the effect estimated from the 
larger studies. This may be interpreted as evidence 
that small sample size studies with nonsignificant 
results were not included in the meta-analysis. In gen-
eral, bias tests for Funnel plots have lower power; 
thus, lower p-values should be carefully considered 
especially when less than ten studies are included in 
the analysis.

Even though we have focused on publication bias, 
Funnel plot asymmetry can be explained by other rea-
sons such as poor study quality, true study heterogene-
ity, and chance. As discussed before, study quality can 
be addressed during study selection, and quality assess-
ment and heterogeneity can be evaluated by stratified 
analysis and meta-regression.

Variable Regression 
coefficient

SE p

Fruit

Only citrus fruit  
(no = 0; yes = 1)

−1.53 0.56 0.006

Dietary recall  
(lifelong =  0, 2 
years = 1, 1 year = 2)

0.63 0.3 0.04

Population studied

Men and women = 0 0 – –

Only women = 1 −1.06 1.07 0.33

Only men = 2 0.01 0.56 0.99

Study quality score 
(low = 0, high = 1)

−0.32 0.54 0.56

Vegetables

Only green vegetables −0.23 0.43 0.59

Dietary recall (life-
long = 0, 2 years = 1, 1 
year = 2)

−0.03 0.21 0.88

Population studied

Men and women = 0 0 – –

Only women = 1 1.14 0.73 0.12

Only men = 2 0.25 0.64 0.69

Study quality score 
(low = 0, high = 1)

0.23 0.47 0.63

Table 3.7 Meta-regression conducted by Pavia et al. [8]
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3.8  Exploring Influential Studies

Sometimes a single study has a great impact in the 
estimates. Table 3.8 shows the WMD and 95% confi-
dence intervals for the meta-analysis when one study 
is omitted at a time. Among the studies that showed 
large positive effect for the antiviral therapy, the first 
study published in 1997 has the greatest impact in the 
WMD. Omitting this study from the meta-analysis 
would change the WMD from −0.26 days to −0.18 
days. A similar but contrary effect would be observed 
if the 2006 study was omitted. In this case, the WMD 
would change from −0.26 days to −0.34 days. The 
impact of a single study in the overall estimate is 
dependent upon the effect size and sample size. The 
study with largest influence on the confidence inter-
vals (i.e., precision of the estimate) is the study pub-
lished in 2007 due to its large sample size. The 
exclusion of this study would widen the confidence 
interval in approximately 40%. The search for very 
influential studies should be done with caution and 
more attention should be paid to influential small 
studies.
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Omitted study Weighted 
mean 
difference

95% CI

Year Sample 
size Lower Upper

1997 42 −0.18 −0.43 0.08

1998 31 −0.22 −0.47 0.03

1999 44 −0.23 −0.48 0.02

1998 33 −0.29 −0.54 −0.04

2001 30 −0.27 −0.52 −0.02

2001 29 −0.25 −0.50 0.00

2002 27 −0.27 −0.52 −0.02

2002 31 −0.25 −0.50 0.00

2005 190 −0.27 −0.53 0.00

2008 80 −0.29 −0.55 −0.04

2006 145 −0.34 −0.60 −0.07

2007 394 −0.21 −0.57 0.14

Pooled weighted 
mean difference 
when all studies are 
included

−0.26 −0.50 −0.01

Table 3.8 Meta-analysis results after omitting one study at a 
time
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3.9  The Cochrane Collaboration  
Forest Plot

We have used Stata [9] to perform this meta-analysis 
due to personal preferences, but there are other soft-
ware and statistical packages that can be used with 
minor differences in the results. The Cochrane 
Collaboration has the software Review Manager [5] 
for preparing systematic reviews and meta-analysis. 
The Forest plot generated by this software is presented 
in Fig. 3.10, which is very similar to Fig. 3.1.

3.10  Standardized Mean Differences

We have focused in this chapter on WMDs because it is 
more intuitive and easy to understand. With respect to 
continuous outcomes, the standardized mean difference 
can be used instead of the WMD. The standardized 
mean difference can be used when studies have mea-
sured the outcomes in different units. However, stan-
dardized mean differences are usually difficult to 
interpret because these measures are not directly related 
to everyday outcomes. In this case, the reader should 
look for the interpretation given to the results by the 
authors. Usually, standardized mean differences can be 
presented as the proportion of patients benefiting from 
the intervention, or a measure of the minimal important 
difference can be provided to assist the reader. As a rule 
of thumb, standardized mean differences ³0.7 may be 

considered large effects. For our data, the standard mean 
difference would be −0.11 (95% confidence interval: 
−0.23 to 0.01, p = 0.07) using a fixed-effect model, and 
−0.12 (95% confidence interval: −0.32 to 0.08, p = 0.24) 
using a random-effects model (Table 3.9). These results 
indicate a small effect of the antiviral therapy, but the 
interpretation of the results is difficult to translate in 
practical terms. Several methods to calculate the stan-
dardized mean difference have been proposed such as 
the Glass method, Cohen method, and Hedges method.

3.11  Dichotomous Outcomes

Similar meta-analysis methods can be used for dichot-
omous (odds ratios and risk ratios), ordinal (indices 
and scales), counts and rates (number of events), and 
time-to-event data (survival). We will briefly present 
below some differences with regard to dichotomous 
outcomes because they are frequently reported in the 
medical and dental fields. In addition to the inverse-
variance method already discussed for continuous 
data, three other methods are available for meta-analy-
sis of dichotomous outcomes: Mantel–Haenszel and 
Peto methods for fixed-effect models and DerSimonian 
and Laird method for random-effects models. The 
Mantel–Haenszel is frequently used for fixed-effect 
models and is the standard method for several statisti-
cal programs. The Forest plot is also used to present 
the results with minor differences. Odds ratios and risk 
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Fig. 3.10 Forest plot using the Cochrane Collaboration software (fixed-effect model)
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ratios are frequently transformed using a natural log 
scale to facilitate analysis and presentation of the 
results (this transformation makes the scale symmet-
ric). Thus, the horizontal axis of the Forest plot gener-
ally uses this scale, which may be misleading for the 
inexperienced reader. The same change in scale occurs 
for the Funnel plot. To test for Funnel plot symmetry in 
dichotomous data, Harbord et al., Peters et al., and 
Rücker et al. proposed alternative tests to the Egger 
test. Nevertheless, the same principles and interpreta-
tion of the results are still valid.

Needleman et al. [6] published a Cochrane review 
about guided tissue regeneration (GTR) for periodontal 
infra-bony defects compared to open flap debridement 
(control). The main outcome was clinical attachment 
gain that was dichotomized using a cut-off point of two 
sites gaining less than 2 mm of attachment. The Forest 
plot below was adapted from their study to illustrate an 
analysis of a dichotomous outcome with the Mantel–
Haenszel method to pool the results across studies 
(Fig. 3.11). Results from 5 out of 6 studies favored 
GTR, but only one (the study by Tonnetti 1998) found 
a statistically significant difference compared to the 
control treatment. The meta-analysis demonstrated a 
final risk ratio of 0.54 indicating that the use of GTR 

for periodontal infra-bony defects significantly reduces 
46% the chance of having ³2 sites gaining less than 
2 mm. Additionally, it can be seen that they found some 
heterogeneity (I2 = 44%) and, consequently, a random-
effects model was applied.

3.12  Concluding Remarks

Before concluding this chapter we would like to 
acknowledge that some of the concepts and statistics 
presented in this chapter have been simplified in order 
to improve understanding to a broader audience. 
Readers with greater statistical background or who are 
planning on conducting a meta-analysis are encouraged 
to look for more specialized information on this subject 
[1–5]. An updated list of books and websites is pro-
vided in the references. We also would like to acknowl-
edge that the data sometimes violated some statistical 
assumptions. These minor violations were necessary in 
order to build an interesting dataset that could be used 
to show several important steps in  meta-analysis.

Systematic reviews and meta-analyses are an inte-
gral part of evidence-based health care practice. In this 

Year Sample size
Standardized mean 
difference

95% CI

Weight (%)Lower Upper

1997 42 −1.00 −1.64 −0.35 3.50

1998 31 −0.79 −1.52 −0.05 2.70

1999 44 −0.52 −1.12 0.08 4.00

1998 33 0.58 −0.12 1.28 2.95

2001 30 0.30 −0.43 1.02 2.78

2001 29 −0.36 −1.10 0.38 2.66

2002 27 0.15 −0.61 0.90 2.53

2002 31 −0.18 −0.89 0.52 2.90

2005 190 −0.09 −0.37 0.20 17.88

2008 80 0.17 −0.27 0.61 7.50

2006 145 0.14 −0.19 0.46 13.62

2007 394 −0.17 −0.37 0.03 36.97

Fixed-effect model −0.11 −0.23 0.01 100.00

Random-effects model −0.12 −0.32 0.08 100.00

Table 3.9 Meta-analysis results using the standardized mean difference instead of the weighted mean difference
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context, we hope that this chapter will encourage more 
health care professionals to read and apply the evi-
dence contained in systematic reviews and meta- 
analyses in their daily professional lives. Readers are 
also encouraged to remain updated since new develop-
ments over the years are likely to occur.

As a final message, we would like to call the reader’s 
attention to the fact that we are approaching, at least in 
some areas of medicine and dentistry, a limit of how much 
information can be extracted from the current body of sci-
entific evidence. Recent systematic reviews and meta-
analyses have often been based in few studies of 
questionable quality yielding inconclusive results. Perhaps 
it is time to stop being creative with our systematic reviews 
and time to produce new and better evidence.
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4.1  Introduction

Evidence-based practice has gained increased 
 recognition within the past two decades as an impor-
tant component of the current health care environ-
ment. Changes and competing demands from health 
care consumers, governmental, and private agencies 
are apparent in today’s health care. These demands 
from the consumer of care and its agencies on safety 
and high quality care within a financial constraint 
are powerful reasons to link practice based on evi-
dence. These demands are also taken largely into 
consideration during the process of clinical decision 
making.

Moving forward to making decisions based on 
the best available evidence takes considerable time. 
However, as nurses, we should realize that every 

clinical decision we make affects patient outcome 
as well as patient care resources; resources that may 
include personnel, time, and money. An expectation 
of positive patient outcome within the constraint of 
limited resources should engage us as health care 
providers to draw clinical decisions from best avail-
able evidence in providing an objective, effective, 
and efficient patient care.

The work of Florence Nightingale in the 1860s 
began the era of research in nursing. For years after it 
started, however, the pace of the nursing research 
movement was slow. It was only in the 1960s that nurs-
ing research was recognized as an important part in 
nursing practice. A change of focus in nursing research 
occurred in the 1970s; from topics regarding nurses, 
nursing education, and administration, to those improv-
ing patient care. This change signified a growing 
awareness by nurses of a need to base their practice 
from scientific evidence [55]. And so, in the 1980s and 
1990s, nursing research became a major force in devel-
oping a scientific knowledge base for nursing practice 
[10]. By 2000, there was already a notable growing 
awareness and popularity of evidence-based practice 
in nursing [78].

Evidence-based practice is a problem-solving 
approach that utilizes best evidence together with clin-
ical expertise to guide clinical decisions on options 
that are suited best for the patient. Sources of evidence 
may include evidence from research studies, expert 
opinions, and scientific principles [3, 15, 47, 56, 77, 
79]. Moreover, accrued experiential knowledge, patient 
values/preferences, and expert opinions can all influ-
ence the nurse’s clinical decision. It is crucial to 
acknowledge that integrating scientific evidence with 
experiential knowledge and patient values/preferences 
collectively represent a powerful base to achieving 
best care outcome for the patient.
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Core Message

Evidence-based practice in nursing, although  ›
supported in principle, its translation has been 
difficult and challenging. However, it has been 
improving in its popularity over time; indeed, 
a promising future for evidence-based nursing 
practice.
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4.1.1  How Do Nurses Make Clinical 
Decisions?

In nursing, there is no decision-making theory that can 
be singled out to describe how the nurses make clinical 
decisions. Although decision making in nursing is tra-
ditionally thought of as intuitive rather than rational, 
theories such as hypothetico-deductive clinical deci-
sion making and a model of pattern recognition and 
classification [5, 9, 21] are represented during the pro-
cess of making decisions regarding patient care. Part 
of the reasons why this is so, is that when nurses make 
clinical decisions, they take into account the patient as 
a whole not as a fragmented entity.

Literature on nurse’s clinical decision making sug-
gested two primary approaches to clinical decision mak-
ing [21]. One is a rationalist perspective. This perspective 
is described as using a framework of a logical process of 
using and analyzing information. Another approach is a 
phenomenological perspective. This perspective points 
the role of intuition in the process of decision making. 
Intuitive activities are based on previous knowledge in 
recognizing similarities and situations. These activities 
are at length outlined in Benner’s theory of Novice to 
Expert [4]. Lauri and Salantera [38] pointed out that 
multiple research evidence indicated that nurses make 
clinical decisions based on the features of different deci-
sion-making theories; however, these are largely guided 
by the principles, rules, and plans of treatment . Research 
evidence further showed that nurses use information 
from different sources to draw clinical decisions about 
patient care [61, 76]. For example, in a study done by 
Pravikoff et al. [57], it was found that although nurses 
acknowledge their need for information, they preferred 
to ask their peers instead of accessing online databases 
for information regarding practice.

For the purpose of a better understanding of how 
nurses make clinical decisions, let us review the nurs-
ing process. Used by nurses as a basic problem-solving 
approach to patient care, the nursing process can be 
described from a perspective of an analytical decision 
making process [71]. It is a complex process that 
involves a series of decisions coordinated from each 
stage to achieve a desired goal of treatment [8, 22, 38]. 
This process has five components namely:

1. Assessment

The nurse collects the data from patient’s own words 
(subjective) and from assessment and other sources 

(objective). Other sources of objective data may 
include the patient’s medical records and information 
from other health care members and family members.

2. Nursing diagnosis

A nursing diagnosis is formulated from the data col-
lected during the assessment stage. The nursing diag-
nosis is an identified problem, its cause, and its signs 
and symptoms.

3. Planning

Planning involves the development of a nursing care 
plan; a plan for intervention to address the identified 
nursing diagnosis. Goals to obtain the desired patient 
outcomes are also stated.

4. Implementation

This stage is the actual performance of the interven-
tion. Coordination with other health care team mem-
bers taking care of the patient occurs prior to the actual 
implementation of the intervention.

5. Evaluation

The outcomes of the plan of care are evaluated whether 
the goals are met or not met. If the goals are not met, a 
reevaluation of the plan of care is initiated and the pro-
cess cycle starts again.

Integral to the process of decision making are clini-
cal expertise, patient values and preferences, research-
based evidence as well as health care resources, patient 
clinical state, setting, and circumstances [15, 49, 56]. 
The process of decision making in nursing involves 
multiple variables. Variables may include, but are not 
limited to, the nature of the nursing task at hand, the 
knowledge/skills, experience, and the ability of the 
nurse to cope with whatever clinical situation she is 
engaged in. Although, the nurse’s experiential knowl-
edge is not a sufficient basis for clinical decisions [76] 
and should not be used as a sole basis for decision 
making, this is considered important not as an evidence 
but rather as an influence in the process of decision 
making [64]. A research-based clinical decision is 
described as objective and rational decision; thus, 
reduces variations in care. Across clinicians (including 
nurses), when armed with evidence-based knowledge 
and experience in making decisions over the course of 
time, desirable outcomes tend to be maximized.

A network of activities occurs during the process  
of decision making. According to a study done by 
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 Boblin-Cummings et al. [7], the nurse makes decisions 
on whom to involve, what resources to use, when and 
where to effectively implement the intervention. These 
decisions are being done simultaneously with multiple 
things to consider in mind prior to implementing an 
intervention. For example, in a clinical situation where 
a patient is having a sudden change in mental status, 
the nurse engages in a myriad of simultaneous activi-
ties from formulating a nursing diagnosis and planning 
of intervention to implementing the intervention. 
Formulating a nursing diagnosis requires synthesis of 
data collected from what the patient stated and from 
the nurse’s assessment of the patient. Once the nurse 
identifies a working nursing diagnosis (what is going 
on with the patient), an action plan is made and an 
intervention is implemented to address the problem. 
Simultaneous decisions are made to address the sud-
den change in mental status. In addition to calling and 
involving other members of the health care team such 
as the physician/medical provider, the nursing assis-
tant, or the nurse administrator, the nurse takes into 
consideration what resources she needs to provide that 
patient a safe, efficient, and effective care.

4.2  Why Is It Important to Nursing?

In today’s ever changing health care, nurses must be 
actively involved in clinical decision making and 
 problem-solving regarding patient care. With the explo-
sion of information and technological advancement, it 
is no more acceptable not to consider incorporating 
evidence during the process of clinical decision mak-
ing. The health care providers of today, including 
nurses, are expected to seek out, analyze, and utilize 
the best available evidence in making clinical decisions 
[78]. The American Nurses Association (ANA) [2] 
indicated a connection between evidence-based prac-
tice and the standards of care. For example, in order to 
meet the planning of care criteria as a standard for prac-
tice, current trends and research should be integrated in 
the care planning process. Furthermore, the ANA delin-
eates that nurses are required to develop and maintain 
clinical and professional knowledge and skills in order 
to meet the standards of care and competence in prac-
tice. The incorporation of research is a requirement to 
meeting the standards of care and competence in nurs-
ing practice. This in itself is evidence-based practice.

Incorporating evidence in making clinical decisions 
is essential because they affect patient outcomes and 
resources as well as patient/family experience [7, 13, 
76]. The use of evidence in nursing practice is also 
essential in achieving the Hospital Magnet status. 
Magnet designation or certification is the gold standard 
for nursing excellence. Achieving a Magnet status 
illustrates a strong and high quality nursing depart-
ment; meaning that nurses exemplify the 14 forces of 
Magnetism. These forces include quality and evidence-
based practice [25]. It has been demonstrated that when 
evidence-based practice approach to care is imple-
mented, improved clinical outcomes are also at hand 
[30, 68]. The Institute of Medicine (IOM) reinforced 
the emphasis on making decisions based on research to 
improve patient care. The relevance of these decisions 
can be linked to the following reasons:

1. Patient safety and quality improvement

Patient safety has gained increased emphasis in our 
health care system. This emphasis is a key to the 
actions of government agencies, policy makers, and 
health care organizations. A 1999 report titled: To Err 
is Human: Building a Safer Health System, the Institute 
of Medicine (IOM) [35] identified that thousands of 
people die as a result of medical errors. Adverse drug 
events, injuries related to surgery, falls, pressure ulcers, 
and mistaken patient identity were all identified as 
common preventable medical errors. This report rec-
ommended a four-tiered approach to achieve and 
ensure basic patient safety. The recommendations 
included the creation of a governmental agency to 
improve and monitor safety in the health care delivery. 
It also included the development of a nationwide man-
datory reporting system, raising of performance stan-
dards and expectations, and implementing safety 
system within the health care organization. In 2001, 
IOM published a report “Crossing the Quality Chasm: 
A New Health System for the twenty-first century.” 
The report identified evidence-based decision making 
as one of the general principles of the redesigned health 
care system. The use of evidence in decision making 
aims to promote objectivity and to decrease variations 
in care. Care should not vary from clinician to clini-
cian [36, 64].

The American Association of the Advancement of 
Science, the American Medical Association (AMA), 
and The Joint Commission (TJC) formed a partnership 
for patient safety initiatives on preventing injuries from 



56 C.B. Cajulis et al.

medical errors [39]. TJC, an independent, not-for-
profit organization that provides accreditation and cer-
tification to health care organizations is committed to 
improving patient safety and quality of care [73]. Most 
of the TJC standards are related to patient safety. These 
standards addressed patient safety issues such as medi-
cation use, infection control, prevention of injury from 
falls, surgery, medical equipment, etc.

Review of literature had shown that practice based 
on evidence not only saves money but also improves 
quality care. For example, a study done in 27 nursing 
units from 14 hospitals demonstrated that hourly 
rounding not only reduced patient falls and patient’s 
use of call lights but also increased patient satisfaction 
[46]. The study further noted that an interdisciplinary 
rounding on some units like the intensive care unit 
(ICU) resulted in the reduction in incidence of pres-
sure ulcers. Improving quality care makes patient safe. 
Prevention of errors or any events that jeopardize 
patient safety like falls, deep vein thrombosis (DVT), 
infection, PU are in themselves cost reduction and 
containment activities.

2. Cost savings

The US health care spends billions of dollars on extra-
medical cost due to medical errors. About $17 billion 
are spent on injuries associated withpreventable medi-
cal errors. To name a few examples related to these 
medical errors:

Medication errors affect 1.5 million people and cost •	
approximately $3.5 billion/year [1, 63, 74]

The TJC identified medication reconciliation as one of 
the National Patient Safety Goals (NPSG) for 2008. 
Medication reconciliation is a process where medica-
tion orders for the patient are compared to the medica-
tions that the patient has been taking at home. This 
process prevents adverse medical events related to 
medication errors such as duplication, dosing, omis-
sion, and drug interaction.

Pressure ulcers affect one million people with an •	
annual cost of approximately $1.6 billion [58, 80].
The direct cost of fall injuries for people who were •	
65 years and older exceeded $19 billion in 2000. It 
is estimated that in 2020, the cost will reach $ 54 
billion [12].

Substantial changes in government and health insur-
ance programs on reimbursement clearly provide a 

reason to also focus on cost saving and containment. In 
2008, the Center for Medicare and Medicaid Services 
(CMS) [18] decided to deny reimbursements to hospi-
tals for “reasonably preventable” (never events) treat-
ment errors. With this decision, Medicare will no 
longer reimburse hospitals for treatment-related “never 
events” such as falls, hospital-acquired pressure ulcers, 
catheter-associated vascular and urinary tract infec-
tions, and surgical site infection.

Evidence from research findings on pressure ulcer 
(PU) prevention and treatment as well as fall preven-
tion is searchable and available for nurses to use in 
practice. Results of studies regarding fall prevention 
like using evidence-based protocols or integrating an 
evidence-based fall prevention program to increase 
awareness had a positive result in decreasing falls [50]. 
Any falls and/or PU that are prevented is a cost 
saving.

3. Patient and staff empowerment

Research, support of information technology, and pro-
vision of safety information to both the providers and 
the consumers of care promote and support the empow-
erment of the consumer as well as the providers of 
care. The inclusion of patients in decision making 
regarding their care produces positive patient out-
comes; outcomes that are necessary to improve com-
pliance in care, quality, relationship with health care 
provider, and patient satisfaction. Patient empower-
ment enables patients or consumers to actively partici-
pate in making decisions regarding their health care 
needs. Likewise, providers are empowered to use avail-
able evidence to prevent patient care-related errors and 
to promote increased patient safety. It is the responsi-
bility of the providers (i.e., nurses, doctors, and other 
health care members) to understand that clinical deci-
sions and interventions that they make for their patients 
should not compromise patient safety. The use of evi-
dence in clinical practice supports the empowerment 
of staff in making safe decisions for their patients. As 
nurses continue to base clinical decisions and actions 
on scientific evidence, they are better prepared to ask 
important questions in validating and addressing 
patient concerns. A well-informed practitioner uses 
the evidence to care for the patients. Knowledge of the 
evidence regarding specific intervention or patient care 
empowers the practitioner to make timely clinical 
decisions; decisions on interventions that are shown to 
be effective, safe, and efficient.
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4. Patient satisfaction

Patient satisfaction is a very critical element of health 
care today; more so because of a national mandatory 
reporting of patient satisfaction. These scores can be 
viewed nationwide by any consumer of care. Patient 
satisfaction can potentially affect the financial aspect 
of the organization by the dollar reimbursement from 
both the government and private agencies. Better 
health outcomes and increased quality of care affect 
the overall patient satisfaction [53].

Building relationship with patients, engaging and 
empowering them to participate in decisions for their 
own health care is necessary in increasing patient per-
ception of quality care and satisfaction. The use of a 
structured protocol or guidelines of nursing activities 
like the “hourly rounding” can improve quality of care 
and patient satisfaction as evidenced by a study done 
by Meade et al. [46]. Evidence-based protocols on pain 
management, immediate response to patient’s call, 
compassionate care, listening to patient’s concern, 
explaining care, treatment, and discharge plans are 
among the indicators of patient satisfaction. A satisfied 
customer perceives quality care and satisfaction with 
the care received.

4.3  Translating Knowledge 
Development into Knowledge Use

Translating knowledge in the form of evidence into nurs-
ing practice requires a health care environment that sup-
ports and facilitates transformative change. The resources 
required include an organizational culture that supports 
acceptance and change; leadership support; educational 
support; access to research databases; staff resources 
including, doctorally prepared nurse resources, clinical 
nurse leaders, advanced practice nurses, and engaged 
staff nurses; and the time, structure, and visibility to con-
duct  evidence-based reviews and projects. Once support 
systems and resources are identified, selection of a 
 nursing evidence-based practice model or models can 
support and guide the translation of knowledge devel-
oped into knowledge use in clinical decision making. 
Evidence-Based Practice models provide frameworks 
for systematically putting complex evidence-based 
knowledge into operation to achieve best practice. They 
provide a defined process for translating evidence into 

practice. A number of evidence-based practice models 
 (addendum) have been developed to define the steps 
 necessary to achieve evidence-based nursing practice. 
While the models vary in context and in detail content, 
all of the models identify core steps necessary to the 
process:

1. Identify the issue (new knowledge, a practice ques-
tion, practice assessment).

2. Find and critique the evidence.
3. Translate into practice by designing and imple-

menting a practice change.
4. Evaluate, communicate, and maintain the change.

4.3.1  Identifying the Issue

Identification of the need to establish an evidence base 
in nursing practice may be triggered by the emergence 
of new knowledge related to patient care, a practice 
question being raised, or a purposeful review of cur-
rent policies, procedures, and guidelines for an accept-
able level of evidence (EBP models). Evidence-based 
models require the formulation of answerable ques-
tions to guide the search of databases and to design 
practice change. The PICO method provides a struc-
ture to develop and define many clinical questions in a 
way that supports an evidenced based approach to 
searching databases such as Medline [20].

P = Patient or problem is a description of the patient 
population or group of patients including important 
characteristics such as diagnosis, sex, or age.

I = Intervention is what you want to implement such 
as a medication, test, procedure, or exposure.

C = Comparison is the alternative intervention being 
compared to the new intervention.

O = Outcomes are what you hope to accomplish, 
measure, or improve.

PICO Example

Patient/problem Diabetic ICU patients

Intervention Nurse-driven continuous IV insulin 
protocol

Comparison Intermittent subcutaneous insulin 
protocol

Outcome Tightened glucose control
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4.3.2  Finding and Evaluating  
the Evidence

Although much literature has been published on 
searching for and evaluating the available evidence to 
guide practice, a review is oftentimes needed for a bet-
ter understanding of the search and evaluation of what 
constitutes “best evidence.” As noted earlier, evidence 
can include research findings, expert opinion, and sci-
entific principles (e.g., theories based on biological 
plausibility). A fundamental principal of the evidence-
based practice paradigm is a hierarchy of evidence that 
places findings from rigorous scientific research at the 
top, and expert authority and unproven inference from 
scientific principles at the bottom. According to this 
paradigm, the best evidence on which to base clinical 
decisions arises from a methodologically strong and 
clinically relevant research [23, 33, 37]. A variety of 
evidence pyramids have been proposed to rank the 
relative strength of research methodologies in answer-
ing practice questions; the highest level of available 
evidence is usually preferred to inform decisions [17] 
(Fig. 4.1).

Although there is no absolute consensus within 
nursing or other disciplines about how best to define 
and rank evidence, it is generally accepted that the 
research methods that can provide the strongest evi-
dence will vary depending on the question being asked 
[41, 44, 54]. The ability to identify the category of 

study that will best address a question is a core skill in 
evidence-based health care, and practitioners must be 
familiar with the study methodologies that offer the 
best evidence on the questions likely to arise in their 
practices and organizational settings.

Evaluating a study requires the identification of the 
appropriateness of a study’s methodology to answer a 
question. The study’s quality is then evaluated on the 
extent to which its design, conduct, and analysis mini-
mized factors that might lead to bias or error [40]. If 
the study is of high quality and reported significant 
outcomes, practitioners must assess whether the find-
ings can be used to improve outcomes for their indi-
vidual patients in their unique practice environments. 
Textbooks and journal articles such as the User’s 
Guides to the Medical Literature series published in 
the Journal of the American Medical Association 
(JAMA) offer guidance on in-depth critical assessment 
of research studies [23, 32, 33].

To make optimal evidence-based decisions, practi-
tioners should consider the whole body of evidence on 
a topic and not just the results from a single study. 
Systematic reviews and clinical guidelines are the 
prime examples of evidence-based resources to sup-
port practice. Systematic reviews of the evidence are 
usually considered to offer the highest level of evi-
dence to answer a question [33]. Systematic reviews 
use explicit and rigorous methods to summarize data 
from primary studies in order to answer a focused clin-
ical question. They require a comprehensive literature 
search to locate as much research as possible, and use 
predefined quality criteria to select the studies to 
include in the review. The selected studies are then rig-
orously appraised and synthesized, sometimes using 
techniques of meta-analysis. Like any other evidence, 
users must critically appraise a systematic review’s 
methodological rigor and the strength of its findings 
before applying those findings to patient care. Also, 
because systematic reviews often take months or years 
to conduct, users must make sure that their findings 
have not been superseded by newer evidence.

Clinical practice guidelines, like systematic 
reviews, are developed using systematic and explicit 
methods to locate, evaluate, and synthesize the evi-
dence from as many studies as possible. Practice 
guidelines, however, usually go beyond systematic 
reviews in balancing a broader range of issues in a 
clinical context. The evidence basis of guidelines var-
ies considerably; when research to support or refute a 

Cohort Studies

Randomized
Controlled Double

Blind Studies

Systematic Reviews
and Meta-analyses

Case Control Studies

Case Series

Case Reports

Ideas, Editorials, Opinions

Animal research

In vitro (′test tube′) research

Fig. 4.1 The Evidence Pyramid. Available 25 February 2010 at 
http://library.downstate.edu/EBM2/2100.htm (with permission 
of the Medical Research Library of Brooklyn of the State 
University of New York (SUNY) Downstate Medical Center, 
New York, USA)
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recommendation is lacking, authors must rely on 
expert consensus to make recommendations. The sys-
tematic evaluation of a body of evidence is usually 
done by small groups of experts, and guidelines are 
almost always developed under an organizational or 
society sponsorship [24].

It is clearly more difficult and time-consuming to 
evaluate a body of evidence than to evaluate the quality 
and strength of the evidence of an individual study. In 
most cases, an individual practitioner with clinical 
responsibilities will be unable to conduct a rigorous 
review of all of the research on a topic.

Finding the best evidence may seem challenging for 
health professionals. However, the rapid uptake of 
 evidence-based health care has lead to the growth and 
development of specialized publications and databases 
that make it easier to find and apply the best evidence. 
Some of these resources have been specifically devel-
oped to support nursing decisions. To support optimal 
clinical decision and to standardize best practice, 
nurses frequently use protocols, clinical pathways, 
quality improvement (QI) programs, and similar 
guides. Other evidence-based resources available for 
nurses to support decision and practice include prepro-
cessed resources (such as evidence-based topic over-
views, structured abstracts, systematic reviews, and 
some textbooks), journal articles, and databases.

1. Preprocessed resources

It is generally most efficient to begin a search by exam-
ining “filtered” or “preprocessed” resources. Pre-
processed resources are the ones where the authors have 
surveyed the literature, filtered out flawed studies, and 
selected those that are methodologically the strongest. 
Evidence-based topic overviews, structured abstracts, 
and systematic reviews are three examples of filtered 
resources [23, 27, 33]. In the United States, the National 
Guideline Clearinghouse (NGC) [34] an initiative of the 
Agency for Health care Research and Quality (AHRQ) 
and the Department of Health and Human Services 
(DHHS), provides a comprehensive database of clinical 
practice guidelines. NGC provides “structured abstracts” 
that facilitate the critical appraisal of a guideline’s rec-
ommendations. The structured abstracts systematically 
summarize each guideline and describe the methodol-
ogy that the guideline developers used to collect and 
select the evidence; to assess the quality and strength of 
the evidence; and to formulate the guideline’s recom-
mendations. A guideline comparison tool allows users 

to generate side-by-side comparisons for any combina-
tion of two or more guidelines. Many guidelines can 
also be identified through databases such as Medline/
PubMed [51] and the Cumulative Index to Nursing and 
Allied Health Literature (CINAHL) [16].

(a) Clinical topic review databases

This is a type of online “textbook” that has emerged 
over the last decade to support evidence-based prac-
tice. Clinical topic reviews filter and summarize the 
evidence to provide overviews to support decisions at 
the point of care. They are updated on an ongoing 
basis. UpToDate and BMJ Clinical Evidence are popu-
lar clinical topic review databases that have in-text 
citations to the evidence. BMJ Clinical Evidence pro-
vides systematic reviews on the prevention and treat-
ment of clinical conditions, and ranks interventions on 
a scale ranging from “Beneficial” to “Likely to be inef-
fective or harmful” [6]. Although currently clinical 
topic review databases are oriented toward supporting 
medical practice, they provide in-depth information on 
a wide range of topics and may be especially useful to 
advanced practice nurses.

(b) Structured abstracts

Structured abstracts use systematic and explicit meth-
ods to summarize a study’s objectives, methods, 
results, and conclusions. The abstract is enhanced by 
an expert commentary on the context, methods, and 
clinical applications of the study’s findings. Journals 
of structured abstracts free practitioners from having 
to look through all the journals in their field to identify 
articles of possible importance, and they facilitate the 
appraisal of the evidence, thereby streamlining the 
translation of valuable new research to patient care. 
Journals of structured abstracts of particular interest to 
nurses are Evidence-Based Nursing and Database of 
Abstracts of Reviews of Effects (DARE) [28]. Many 
journals of structured abstracts, such as Evidence-
based Nursing, are indexed in the Medline database. 
DARE, however, is not indexed in the Medline. DARE 
contains over 10,000 structured abstracts of systematic 
reviews, and as noted above, systematic reviews are 
considered to provide the best evidence to support 
clinical decisions.

(c) Systematic reviews

The single most important source of systematic reviews 
of health care treatments is the Cochrane Collaboration, 
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an intentional consortium of review groups that 
 develops and maintains systematic reviews and meta- 
analyzes. Cochrane Reviews are published in the 
Cochrane Database of Systematic Reviews (CDSR) 
[19]. Many consider the methodology used in Cochrane 
Reviews to be the gold standard for systematic reviews 
of treatments. Cochrane Review Groups of particular 
importance to nursing include the Cochrane 
Incontinence Review Group and the Cochrane Wounds 
Group. Completed Cochrane reviews can be found in 
the Cochrane Library, and they may also be identified 
through the Medline/PubMed and CINAHL databases, 
among others. Abstracts of Cochrane Reviews are 
freely available online, but a license is needed to obtain 
the full-text of the reviews. Systematic reviews that 
focus on nursing topics may be found in the JBI Library 
of Systematic Reviews [70] and the Worldviews on 
Evidence-Based Nursing Journal [67]. The Worldviews 
on Evidence-Based Nursing from The Honor Society 
of Nursing, Sigma Theta Tau International, is a source 
of knowledge synthesis articles as well as structured 
abstracts and original studies that aim to support 
 decision making for clinical practice, nursing adminis-
tration, nursing education, and public health care 
policies.

2. Textbooks

In keeping with the evidence-based practice move-
ment, textbooks (many now available in digital for-
mat) increasingly integrate evidence from primary 
studies and systematic reviews into their recommen-
dations [31]. Given the rapid pace of change in health 
care, a major weakness of textbooks has been their 
lack of currency. A few medical textbooks are now 
updated regularly, but at this time we are unaware of 
nursing textbooks that are updated on an ongoing 
basis.

3. Primary studies

If filtered resources do not answer a question, practi-
tioners can obtain research evidence for decision 
making from primary research studies, which are 
usually published in the journal literature. The jour-
nal literature is usually accessed through electronic 
databases that contain citations and abstracts – and 
increasingly, links to the full-text – of the articles. 
The ability to search the journal literature for evi-
dence is an important skill for evidence-based prac-
tice [11, 57].

4. Database

The most important databases for retrieving studies of 
interest to nursing are Medline and CINAHL, although 
depending on the topic, it may be necessary to exam-
ine psychology, education, population health, sociol-
ogy, or social work databases. Since nursing topics are 
interdisciplinary, it may also be necessary to search 
more than one database. Interdisciplinary databases 
such as ProQuest and Web of Science may also be use-
ful. Conducting a literature search may appear daunt-
ing to time-pressed clinicians overwhelmed by the vast 
quantity of electronic information. Only a small per-
centage of the published literature contains evidence 
that is ready for clinical application [43]. The goal of a 
database search is to identify that subset of evidence 
that addresses the clinician’s question and that it is 
applicable in a local practice setting. At issue is the 
need to develop and maintain familiarity with the con-
tinuously evolving search interfaces of the databases 
most likely to provide evidence in a practice area.

Some nurses (generally, those prepared at the doc-
toral level) have the knowledge and skills of the statis-
tical and analytical methods needed for in-depth 
appraisal of research evidence to determine best prac-
tices [62]. Nurses with other educational preparation 
can, however, learn to use the hierarchy of evidence to 
gauge the strength of a study. Nurses can assess 
whether the outcomes of the study would be signifi-
cant to their patient population, and judge whether the 
findings could be applied in their clinical setting.

4.3.3  Making the Change

Knowledge for integration into practice can be gener-
ated through a new research and/or evidence-based 
project or through the synthesis of available research, 
or expertise of other sources of information [66]. 
Rogers’s theory of diffusion of innovations [59] defines 
concepts and describes processes to promote knowl-
edge diffusion and utilization. Diffusion or dissemina-
tion of knowledge is defined as the process by which 
an innovation or new idea is communicated over a time 
period among the members of the social system. The 
major components of diffusion include the following:

1. Innovation or idea perceived to be new by the indi-
vidual or unit of adoption.
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2. Communication is the process in which participants 
create and share information to reach a mutual 
understanding through one to one, one to group, or 
through journals, periodicals, books, the internet, or 
media channels.

3. Time spanning from introduction of an idea to rejec-
tion or adoption.

4. A social system or set of interrelated units con-
nected to accomplish a goal.

Roger identifies five stages in the innovation to 
decision process:

1. Knowledge
2. Persuasion
3. Decision when the innovation or change is either 

rejected or accepted
4. Implementation
5. Confirmation (Fig. 4.2)

Opinion leaders present in health care can influence 
the rejection or adoption of an innovation during 
the knowledge phase. Rogers recognizes the impor-
tance of opinion leaders and the need to identify 
them in seeking adoption of evidence or research-

based change. Advanced practice nurses among oth-
ers are considered opinion leaders based on their 
clinical expertise and expanded education. Rogers 
describes the degree and agility with which adopters 
such as individual nurses will accept new ideas as  
(1) innovators or active seekers of new ideas, (2) early 
adopters who are often opinion leaders who learn 
about new ideas rapidly and then act as role models  
(3) the early majority or those who are active follow-
ers and will readily use a new innovation, (4) the late 
majority or those who are skeptical of new ideas and 
change but will change when the pressure is great and  
(5) laggards who are resistant to change and may or 
may not be persuaded to make the change and may 
leave the organization.

4.3.4  Evaluation and Maintenance

Knowledge generated, accepted, and successfully 
implemented requires ongoing evaluation to deter-
mine the quality, consistency, and applicability of the 
evidence over time and circumstance. The final stage in 

COMMUNICATION

CHANNELS 

1. Current Practice
2. Need/Problem/Question
3. New Knowledge
4. Innovativeness
5. Social System Norms

I. Knowledge II. Persuasion III. Decision

IV. Implementation V. Confirmation

REJECTION

1. Cultural Characteristics
2. Personal Preferences
3. Communication Styles
4. Flexibility/Tolerance
    to Change

1. Benefit
2. Congruency
3. Complexity
4. Testability
5. Observability 

Conceptual Model adapted from Rogers, 1995

TIME

ADOPTION
Antecedents

Characteristics of
the Decision Making
Environment

Perceived 
Characteristics
of the Innovation

Fig. 4.2 Conceptual Model of Roger’s Diffusion of Innovations process from first knowledge of the innovation to implementation 
and confirmation
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the evidence-based practice model process is evaluation 
and maintenance. Outcomes of evidence-based practice 
may be evaluated on a broad range of endpoints including 
the impact on patients, practitioners, and the system [69]. 
Evaluation methods may include QI monitors, surveys, 
and endorsement by respected peers [60]. Maintaining 
change supported by an evidence base is achieved by pro-
viding resources to practitioners to sustain the change and 
integrating the evidence into protocols, texts, procedures, 
policies, and the educational process. Change is most 
likely adopted and sustained when people affected par-
ticipate in the process to make the change [59].

4.4  Summary

Demands of the current health care system provide a 
powerful reason for evidence-based practice. For nurses, 
moving forward to evidence-based decision making can 
be challenging. However, it is undeniably a responsible 
approach to providing best possible care to patients. 
Nurses are required to make clinical decisions in the 
moment, to know what to do and how to do it instantly, 
without conscious deliberation [14]. The judgments that 
nurses make in the moment have a moral component 
that guides what must be done in a responsible way 
based on nursing knowledge [14]. Evidence-based 
guidelines appropriately applied to clinical decision 
making can reduce uncertainty and diminish variation in 
practice promoting quality and safety for patients [59].

Evidence-based nursing practice as a concept is 
widely embraced by nurses as a means to improve 
quality outcomes for patients receiving care. It is also 
considered to be important to the discipline of nursing 
for expressing nursing practice as scientific compe-
tence [14]. While integrating the best current evidence 
into the nursing practice of clinical decision making is 
supported in principle, the translation of evidence into 
nursing practice itself has been (viewed) as difficult 
and challenging. Barriers to change in health care prac-
tice can arise at any or multiple levels from the patient 
to individual professionals, the health care team, the 
organization, and the wider environment [29]. Barriers 
to the implementation of evidence in nursing practice 
include lack of authority to change practice, lack of 
organizational support, lack of professional mentoring, 
inadequate database researching skills, lack of access 
to applicable research evidence, and lack of defined 
processes for translating evidence into practice [52]. 

This inability to successfully integrate the best  
evidence into practice is the gap between nursing 
knowledge development and knowledge use [59].

Chinn and Kramer indentify four fundamental pat-
terns of Nursing Knowledge development that nurses use 
in practice [14]. The most familiar pattern and the pattern 
of knowledge development most closely identified with 
evidence-based practice is empirics or the science of 
nursing. It is based on query on what is known, what it is, 
and how it works. This pattern of knowledge develop-
ment is traditionally derived from testing hypotheses 
based on theory that offers an explanation. Empiric 
knowledge is articulated through competent action 
grounded in scientific knowledge. Additional patterns of 
knowledge development include ethics or the moral 
component of knowing, personal knowledge and aesthet-
ics, or the art of nursing. The inquiry process in ethics is 
expressed in query as ‘Is this action right? Is it responsi-
ble?’ In personal knowledge, it is self reflection based on 
experience expressed as ‘Do I know what I am doing? 
Am I doing what I know?’ And in aesthetic knowledge, 
it is expressed as ‘What does this mean? And how is it 
significant?’ These four basic patterns of knowledge in 
nursing are interrelated and result in wholeness. The 
validation practices that confirm knowledge are ongoing 
to provide understanding as new circumstances emerge 
so that knowledge becomes a construct that varies across 
time, person, and place. Evidence-based nursing practice 
allows nurses to apply the best knowledge in time to the 
current situation, but continually question what is known 
to create new possibilities for moving patients toward 
health and wellbeing [14, 75].

The identification of “best” available evidence 
requires examination and evaluation of resources such 
as research findings, expert opinions, and scientific prin-
ciples. These resources of evidence are integrated in 
clinical practice guidelines, practice protocols, and clini-
cal pathways or flow charts. These resources are con-
sidered as decision support tools; decision support tools 
that nurses use to help or enhance clinical decisions for 
efficiency and better patient outcome [45, 65]. Evidence-
based guidelines do not have to be solely from nursing 
literature but can be based on other disciplines as well 
[80]. The application of evidence from comprehensive 
systemic reviews can substantially produce a change in 
practice. The use of practice guidelines and protocols 
is believed to facilitate standardization of practice and 
effective care delivery [42, 48, 61, 68]. Clinical prac-
tice guidelines and systematic reviews are electronically 
searchable. The AHRQ [1] is an excellent site for clinical 



634 Making Evidence-Based Decisions in Nursing 

practice guidelines. The Cochrane library is a great 
source of systematic reviews on clinical practice and evi-
dence. Quality improvement projects are another source 
of evidence that nurses use to guide and/or enhance their 
practice. Some examples of these projects are falls and 
pressure ulcers prevention, improving patient satisfac-
tion, and infection control and prevention.

The nurse’s clinical decision making process incor-
porates evidence, patient values, expert opinions, and 
own experiential knowledge. The process in itself is a 
combination of phenomenological and rational process 
taking into consideration the patient as a whole, to 
design an appropriate clinical decision regarding 
patient care. Evidence-based practice clearly has a 
great impact on practice, quality care, cost, as well as 
patient perception of satisfaction and patient’s and 
health practitioner’s empowerment.

The challenge remains, however, on how to overcome 
some barriers to the application of evidence in practice. 
In nursing, EBP application is at its early stages; how-
ever, it is becoming more promising and popular.
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4.5  Addendum

Sample models:

(a)  ACE Star Model of Knowledge Transformation
  ACE Star Model

This model depicts forms of knowledge in a relational 
sequence. The model illustrates five major stages or 
star points of knowledge transformation [70].

1. Knowledge discovery – new knowledge becomes 
available (research).

2. Evidence summary – synthesis of all research 
knowledge into a single meaningful statement.

3. Translation – practice recommendations.
4. Integration – implementation of change into 

 practice.
5. Evaluation – endpoints and outcomes.

(b)  John Hopkins Nursing Evidence-Based Practice 
Model (JHNEBP)

This model incorporates the “best available evidence” 
as the core component necessary to make decisions 
that affect professional nursing in the domains of nurs-
ing practice, education, and research. Guidelines pro-
vide nurses with the tools necessary to acquire EBP 
knowledge and skills to implement change [26].  
A three-step process is used:

1. Practice question – identifies EBP question, multi-
disciplinary team recruited.

2. Evidence – internal and external evidence collected, 
critiqued, summarized, recommendations developed.

3. Translation – action plan created, change imple-
mented, evaluated, communicated.

(c)  The Iowa Model of Evidence-Based-Practice

This model provides a guide for clinical decision mak-
ing, details for implementation of evidence-based 
change, and enlists both the practitioner and the orga-
nizational perspectives [72]. In this model:

1. Problem-focused (PI data, risk issues) or knowledge-
focused (new research, standards) triggers are 
identified

2. The question is this a priority for the organization is 
asked

3. A team is formed
4. Current knowledge and evidence is assembled, cri-

tiqued, and synthesized
5. A pilot to institute change is implemented
6. Change is instituted
7. Structure, process, and outcome data related to 

change is monitored and analyzed
8. Results are disseminated

Discovery

Evaluation

Integration Translation

34

5 2

1

Summary

ACE Star Model ©2004Knowledge Transformation
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(d) Rosswurm and Larrabee Model

The Rosswurm and Larrabee [60] model guides nurses 
through a systematic process for the change to evi-
dence-based practice. This model recognized that 
translation of research into practice requires a solid 
grounding in change theory, principles of research uti-
lization, and use of standardized nomenclature. The 
model has the following five phases:

1. Assess the need for change in practice.
2. Link the problem with interventions and outcomes.
3. Synthesize the best evidence.
4. Design a change in practice.
5. Implement and evaluate the practice.
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5.1  Introduction

Dental undergraduate courses are intended to ensure 
that new dental practitioners are fully competent and 
confident in conducting clinical treatment. Dental 
courses, however, may not be long enough (most are 
4–5 years in duration [1]) to enable students to learn all 
the theoretical and practical aspects of a great variety 
of dental procedures. Learning is a lifelong process in 

which the balance between clinical experience and a 
solid theoretical basis plays an important role in the 
development of skilled professionals. Besides clinical 
experience, dental surgeons facing complex clinical 
situations must develop evidence-based knowledge 
enabling resolution of problematic cases. When under-
graduate training is complete, most dental practitioners 
seek knowledge, in training seminars and continuing 
dental educational courses, to enable them to plan and 
execute complex treatments [2]. In these courses, 
 professional-centered education should be emphasized 
to stimulate clinicians to be active in the learning pro-
cess [3]. Increasing evidence-based knowledge enables 
dentists in their careers to interact with colleagues, 
course instructors, and opinion leaders more as partici-
pants in a discussion than as mere listeners.

We propose in this chapter a model that may help 
dentists to improve their evidence-based knowledge [4], 
and thus, help them to make correct clinical decisions. 
Although we have used the treatment of peri- implantitis 
as an example to illustrate the usefulness of the model, 
the same rationale may be used in all facets of clinical 
dentistry.

5.2  Development of the  
Evidence-Based Model

Clinicians should have a basic understanding of statis-
tical methods and study designs enabling critical 
assessment of the scientific literature. This knowledge 
should be good enough to enable the reader to under-
stand whether or not a specific statistical approach was 
correctly used in the original study or systematic review. 
There are books [5, 6] that give a good introduction to 
important aspects of statistics in clinical research.

A Model for Implementing Evidence-Based 
Decisions in Dental Practice

Clovis Mariano Faggion Jr., Stefan M. Listl,  
and Marc Schmitter

C.M. Faggion Jr. (*) 
Department of Prosthodontics,  
Dental School Ruprecht- Karls-University of Heidelberg,  
Im Neuenheimer Feld 400,  
69120 Heidelberg, Germany 
e-mail: clovisfaggion@yahoo.com

S.M. Listl 
Department of Conservative Dentistry,  
Dental School Ruprecht- Karls-University of Heidelberg,  
Im Neuenheimer Feld 400,  
69120 Heidelberg, Germany

M. Schmitter 
Department of Prosthodontics,  
Dental School Ruprecht- Karls-University of Heidelberg,  
Im Neuenheimer Feld 400,  
69120 Heidelberg, Germany

5

Core Message

The purpose of this chapter is to present a  ›
 useful evidence-based model, using treatment 
of peri-implantitis as an example, for search-
ing, selecting, and appraising scientific litera-
ture and applying the information directly in 
the clinical setting.
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The model is structured in four main parts: develop-
ment of a PICO question, literature search and selec-
tion of studies, appraisal of the literature selected, and 
application of the evidence in a clinical setting by use 
of a decision tree (Fig. 5.1).

5.2.1  PICO Question

A well-developed question in the PICO format may 
facilitate optimization and application of the evidence-
based approach to dental practice. This method also 
may provide a framework for more effective literature 
search [7].

The PICO question was formulated as follows:

P (patient): adults with peri-implantitis.
I (intervention): surgical intervention.
C (comparison): nonsurgical intervention.
O (outcomes): clinical attachment level gain,  pocket 
probing depth (PPD) reduction, and implant survival.

“In patients with peri-implantitis which is the most 
effective treatment (surgical or nonsurgical approach) 
with regard to PPD reduction, probing attachment level 
(PAL) change, and dental implant survival?”

The question should be sufficiently focused to enable 
the clinician to search for evidence that answers the 
problem for a specific patient or population.

5.2.2  Search Process and Selection  
of the Studies

The literature search strategy should be sensitive 
enough to retrieve all relevant literature that can help 
answer our PICO question. It should also be specific 
enough to retrieve only literature relevant to the topic 
in question. The key to a good search strategy is the 
balance between these two concepts. A busy clinician 
does not have time to filter all irrelevant information 
from a very sensitive literature search.

For the topic presented, we used two pairs of key 
words, “peri-implantitis” and “review” and “peri-
implantitis” and “review,” in the PubMed and CENTRAL 
electronic databases on 1st January 2009. We limited our 
search to systematic reviews (SRs) in English. We also 
conducted a manual search to assess literature references 
in the SRs selected.

We searched for SRs of RCTs on treatment of peri-
implantitis. Narrative reviews and consensus reports 
were excluded, as also were SRs that involved trials on 
animals.

5.2.3  Appraisal of the Studies Selected

After selection of the literature, we assessed its meth-
odological quality using three standardized checklists:

1. The Critical Appraisal Skills Programme (CASP). 
This was developed by professionals with back-
grounds in public health, epidemiology, or evi-
dence-based practice. CASP tools specifically 
developed for assessing different research designs 
were divided into three sections related to internal 
validity, results, and relevance to practice (http://
www.phru.nhs.uk/Pages/PHD/FAQs.htm). The authors 
of CASP claim the tools were developed to help 
with the process of critically appraising articles on 
seven types of research: systematic reviews, RCTs, 
qualitative research, economic evaluation studies, 
cohort studies, case-control studies, and diagnostic 
test studies. In our specific case, for obvious rea-
sons, only the checklist related to assessment of 
systematic reviews was used (Table 5.1).

2. Quality of Reporting of Meta-analysis (QUOROM). 
This checklist was developed, by consensus, by a 
group of health professionals that included clinical 
epidemiologists, clinicians, statisticians, editors, 

Phase 1 

Phase 2 

Phase 3 

Phase 4 

Formulation of a research question
in the PICO format  

Search and selection of the literature 

Critical appraisal of the literature
selected

Application of the evidence 

Fig. 5.1 Flowchart describing the different steps and compo-
nents of the evidence-based model

http://www.phru.nhs.uk/Pages/PHD/FAQs.htm
http://www.phru.nhs.uk/Pages/PHD/FAQs.htm
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and researchers [8]. It consists of eighteen head-
ings and subheadings (Table 5.2) and describes the 
ideal way of presenting the sections of a system-
atic review (abstract, introduction, methods, 
results, and discussion). Authors of QUOROM 
suggest the use of the checklist to provide sound 
and reproducible results in systematic reviews and 
meta-analysis of RCTs [8].

3. The Assessment of Multiple Systematic Reviews 
(AMSTAR). This checklist comprises 11 items 
derived from 37 items (Table 5.3). The tool is based 
on empirical evidence and expert consensus and has 
been externally validated [9].

Checklists were scored YES (assessed criterion was 
met in the systematic review), NO (assessed criterion 

Did the review ask a clearly focused question?

Did the review include the right type of study?

Did the reviewers try to identify all relevant studies?

Did the reviewers assess the quality of the studies included?

If the results of the studies have been combined, was it 
reasonable to do so?

How are the results presented and what is the main result?

How precise are these results?

Can the results be applied to the local population?

Were all important outcomes considered?

Should policy or practice change as a result of the evidence 
contained in this review?

Table 5.1 CASP checklist

Title identifies the report as a meta-analysis (or systematic review) of RCTs

The abstract uses a structured format

The abstract describes the clinical question explicitly

The abstract describes the databases and other information sources

The abstract describes the review methods (the selection criteria (i.e., population, intervention, outcome, and study design), methods for validity 
assessment, data abstraction, study characteristics, and quantitative data synthesis in sufficient detail to enable replication)

The abstract describes the results (characteristics of the RCTs included and excluded, qualitative and quantitative findings (i.e., point estimates 
and confidence intervals), and subgroup analyses)

The conclusion of the abstract describes the main results

The introduction of the review describes the explicit clinical problem, the biological rationale for the intervention, and the rationale for the review

The methods section describes the search strategy (the information sources (in detail, e.g., databases, registers, personal files, expert informants, 
agencies, hand-searching), and any restrictions (years considered, publication status, language of publication)

The methods section describes the selection of studies (the inclusion and exclusion criteria (defining population, intervention, principal outcomes, 
and study design))

The methods section describes the validity assessment (the criteria and process used (e.g., masked conditions, quality assessment, and their findings))

The methods section describes data abstraction (the process or processes used (e.g., completed independently, in duplicate))

The methods section describes study characteristics (the type of study design, participants’ characteristics, details of intervention, outcome 
definitions, and how clinical heterogeneity was assessed)

The methods section describes quantitative data synthesis (the principal measures of effect, method of combining results (statistical testing and 
confidence intervals), handling of missing data, how statistical heterogeneity was assessed, a rationale for any a-priori sensitivity and subgroup 
analyses, and any assessment of publication bias)

The results section shows a trial flow (flowchart figure)

The results section demonstrates study characteristics (descriptive data for each trial (e.g., age, sample size, intervention, dose, duration, 
follow-up period))

The results section describes quantitative data synthesis (report agreement on the selection and validity assessment; presents simple summary 
results (for each treatment group in each trial, for each primary outcome); presents data needed to calculate effect sizes and confidence intervals 
in intention-to-treat analyses (e.g., 2 × 2 tables of counts, means and SDs, proportions))

The discussion section summarizes key findings; discusses clinical inferences based on internal and external validity; interprets the results on the 
basis of all the available evidence; describes potential biases in the review process (e.g., publication bias); and suggests a future research agenda

Table 5.2 QUOROM checklist
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was not met), cannot tell (when the information was 
unclear), or not applicable. The methodological qual-
ity was determined from the percentage of YES scores 
in each assessed study.

5.2.4  Statistical Analysis

We realize that interrater agreement is pivotal when a 
specific grade of reliability in the assessment of the 
quality of selected literature is expected. In other 
words, we become more confident when results may 
be reproduced by other colleagues using the same 
assessment strategy. Therefore, the quality of the meth-
odology was assessed in duplicate by two referees and 
the interclass correlation-coefficient (ICC) was used to 

measure the level of agreement between the referees 
on all questions in the checklists. The level of agree-
ment was considered good when the ICC was >0.8, 
substantial when it was 0.6–0.8, moderate when it was 
0.4–0.6, fair when it was 0.2–0.4, and poor when it 
was <0.2 [10].

5.3  Results from Assessment of the 
Effectiveness and Methodological 
Quality of SRs

We included only SRs in our assessment because they 
are regarded the best available evidence for study ther-
apies. After detailed assessment, two SRs [11,12] were 
retrieved from, initially, 90 potential studies.

Was an “a-priori” design provided? The research question and inclusion criteria should be established before the review is 
conducted

Was there duplicate study selection and data extraction? There should be at least two independent data extractors and a 
consensus procedure for disagreements should be in place

Was a comprehensive literature search performed? At least two electronic sources should be searched. The report must include 
years and databases used (e.g., Central, EMBASE, and MEDLINE). Key words and/or MESH terms must be stated, and where 
feasible, the search strategy should be provided. All searches should be supplemented by consulting current contents, reviews, 
textbooks, specialized registers, or experts in the particular field of study, and by reviewing the references in the studies found

Was the status of publication (i.e., grey literature) used as an inclusion criterion? The authors should state that they searched for 
reports irrespective of publication type. The authors should state whether or not they excluded any reports (from the systematic 
review), on the basis of publication status, language, etc.

Was a list of studies (included and excluded) provided? A list of included and excluded studies should be provided

Were the characteristics of the included studies provided? In an aggregated form such as a table, data from the original studies 
should be provided on the participants, interventions, and outcomes. The ranges of characteristics in all the studies analyzed, 
e.g., age, race, sex, relevant socioeconomic data, disease status, duration, severity, or other diseases, should be reported

Was the scientific quality of the included studies assessed and documented? “A-priori” methods of assessment should be 
provided (e.g., for effectiveness studies if the author(s) chose to include only randomized, double-blind, placebo-controlled 
studies, or allocation concealment as inclusion criteria); for other types of studies, alternative items will be relevant

Was the scientific quality of the included studies used appropriately in formulating conclusions? The methodological rigor and 
scientific quality should be considered in the analysis and the conclusions of the review, and explicitly stated in formulating 
recommendations

Were the methods used to combine the findings of studies appropriate? For the pooled results, a test should be performed to 
ensure the studies were combinable and assess their homogeneity (i.e., chi-squared test for homogeneity, I2). If heterogeneity 
exists, a random effects model should be used and/or the clinical appropriateness of combining should be taken into consider-
ation (i.e., is it sensible to combine?).

Was the likelihood of publication bias assessed? Assessment of publication bias should include a combination of graphical aids 
(e.g., funnel plot, other available tests) and/or statistical tests (e.g., Egger regression test)

Was the conflict of interest stated? Potential sources of support should be clearly acknowledged in both the systematic review 
and the studies included

Table 5.3 AMSTAR checklist
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5.3.1  Main Results of the Studies Selected

Kotsovilis et al. [11]: This SR demonstrated that the 
use of an ER:YAG laser might be superior to standard 
therapy (mechanical debridement/chlorhexidine) only 
with regard to bleeding on probing (BOP) reduction. 
These results are considered after six months of ther-
apy. For the other therapy (minocycline+mechanical 
debridement), there was no clinically relevant differ-
ence from mechanical debridement only. Surgical ther-
apy (e.g., open flap+guided tissue regeneration– GTR) 
resulted in greater PPD reduction and CAL gain than 
nonsurgical approaches, at least after 6 months.

Esposito et al. [12]: This SR demonstrated that PPD 
reduction and CAL gain occurred after regenerative 
procedures for a period of six months. Surgical therapy 
usually resulted in more PPD reduction and CAL gain 
than conservative approaches, for example, mechani-
cal debridement with implant scalers.

There were also improvements in PPD reduction 
and PAL in more severe cases when antibiotics were 
combined with mechanical debridement.

The authors of both SRs agree that the RCTs 
included have several methodological limitations (for 
example, small sample size/lack of power calculation, 
lack of true randomization), which can interfere with 
the reliability of the evidence presented.

5.3.2  Agreement Between Referees

Inter-observer agreement on the individual items from 
the checklists ranged from substantial to good. ICC 
scores for CASP, QUOROM, and AMSTAR were 
0.73 (CI = 0.22–0.91), 0.93 (CI = 0.87–0.97), and 0.60 
(CI = 0.25–0.83), respectively.

5.3.3  Methodological Quality of SRs

When conducting clinical research, researchers should 
pay attention to several “rules” to avoid introducing bias 
into study results. For example, a clinical study can truly 
be nominated as an RCT only when all the procedures 
related to the randomization process (sequence genera-
tion, allocation concealment, and implementation) are 
well conducted. This information should also be reported 

by the researchers in the paper presenting the results of 
the research. Study results should usually be replicated 
by an independent group, using the same methodology 
as the group of researchers who conducted the original 
research. This characteristic of reproducibility makes 
the study results more reliable and convincing.

In good medical and dental journals, there is a trend 
toward requiring researchers to follow the CONSORT 
(Consolidated Standards of Reporting Trials) state-
ment [13] when conducting RCTs. This statement 
comprises a checklist containing 22 items that can be 
compared directly for different sections of the study. 
The authors of CONSORT suggest the use of the 
checklist for two reasons:

1. Because empirical evidence indicates that not 
reporting the information is associated with biased 
estimates of the effect of treatment, or

2. Because the information is essential for judging the 
reliability or relevance of the findings.

Some evidence also suggests that the use of the 
CONSORT statement may be associated with improve-
ments in the quality of reports of RCTs [13].

In the evidence-based model presented, only SRs 
were selected and, therefore, checklists developed for 
study reviews were used for the assessment of the 
methodological quality and the report. On average, 
more criteria were met in the Esposito study than in the 
Kotsovilis study and the assessment, therefore, sug-
gests that the methodological quality of the former SR 
is better than that of the latter.

5.4  Applying Evidence  
in a Clinical Setting

Dental practitioners should use practical tools to apply 
evidence found in the scientific literature directly in the 
clinical setting. Guidelines or clinical recommenda-
tions have been suggested for assisting dentists in the 
decision-making process. These are usually supported 
by dental associations or organizations [14–17] and 
have been developed by a group of experts in the field.

Although guidelines can provide valuable informa-
tion for dentists, they are very heterogeneous in quality 
and there is, currently, a lack of guidelines supporting 
most conventional dental procedures [18]. Furthermore, 
barriers may prevent the use of guidelines in private 
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practice. For example, clinicians seem to be concerned 
that using guidelines may limit their autonomy in mak-
ing clinical decisions [19]. Nevertheless, to increase 
the reliability of guidelines, they should be updated 
frequently—as soon as new information becomes 
available [20]. In dentistry, guidelines are not updated 
frequently [18] and clinicians are at risk of making 
decisions on the basis of out of date information. We 
will describe an approach that can have advantages in 
relation to guidelines.

5.4.1  Decision Tree Approach

Broadly defined, an algorithm is a step-by-step proce-
dure for solving a specific problem. In medicine and 
dentistry, algorithms may play an important role in the 
decision-making process by providing a graphical 
description of several steps presented in tools created 
to link evidence to clinical practice, for example, 
guidelines [21].

Decision trees allow different “routes” of treatment 
depending on therapy response. For example, we can 
initially treat peri-implantitis with a more conservative 
approach, for example, mechanical debridement. This 
initial decision was based on information from a 
selected SR which concluded that mechanical debride-
ment is effective in the treatment of peri-implantitis. If 
the first decision does not result in any improvement, 
or even results in worsening, of the clinical situation, 
the dentist may change the treatment by using more 
complex therapy (Fig. 5.2). In fact, the clinician can 
use a clinically relevant threshold (for example, a 
change of 1 mm PPD from baseline to after therapy) to 
define the success or lack of success of treatment.

5.4.2  Advantages of Decision Trees

Decision trees can be developed as clinicians’ •	
“own” guidelines for every relevant dental 
procedure.
Decision trees can be updated as soon as clinicians •	
deem necessary.
Clinicians can visualize the several treatment •	
possibilities.

5.5  Discussion

To be useful, evidence should be systematically 
assessed and correctly applied to the clinical situation. 
It is intended that the model presented in this chapter 
should contribute to the evidence-based learning pro-
cess for dental practitioners.

The huge number of dental studies reported every 
year makes understanding of all relevant literature by 
clinicians almost impossible. Systematic reviews and 
metaanalysis play a pivotal role in providing clinicians 
with the best available information for making deci-
sions. Even systematic reviews are prone to bias [22] 
and dentists need to develop sufficient skill to enable 
critical assessment of the methodological quality of 
these studies. Many busy dental practitioners access 
only the abstract or authors’ conclusions to obtain 
results and recommendations for clinical practice. This 
approach can be misleading, however, because infor-
mation given in the abstract sometimes does not match 
the information in the full-text article. In addition, 
authors’ conclusions can be biased and it is imperative 
that clinicians recognize the importance of scrutiniz-
ing all parts of the manuscript.

The proposed model adds important issues to assess-
ment and application of evidence. For example, check-
lists such as CASP, QUOROM, and AMSTAR can 
provide information about the quality of the reporting 
and the methodology of the review. For both SRs, the 
methodological quality was regarded as good. In this 
specific instance, we had two systematic reviews with 
homogeneous results, and the checklists enabled us to 
decide whether or not the methodology of the studies 
was good. Checklists may, however, also be a valuable 
tool enabling decision between two SRs reporting het-
erogeneous results on the same topic. If we need to 
decide between two studies, the logical rationale would 
be to choose the study with the best methodology.

Inter-observer agreement is essential for reliable 
assessment of data, and clinicians should work in part-
nership with colleagues while selecting and assessing 
the scientific literature. In our assessment, ICC scores 
between two referees range from substantial to good. 
This indicates that reviewers were homogeneous in 
their assessment, suggesting that results from assess-
ment using checklists may be reproducible.

Clinicians should, however, be aware that, although 
RCTs occupy a high position in the hierarchy of evi-
dence [23], they do not always provide high-quality  
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evidence. Sometimes the methodological development 
of a study is so poor that any definitive conclusion 
about its results may be misleading. This was true for 
studies included in both reviews which have several 
deficiencies in design (e.g., small sample size, short 
follow-up, lack of true randomization). It is crucial, 
therefore, to differentiate the methodological quality 
of SRs and the quality of evidence of studies included 
in the SRs. In contrast with results from poorly 
designed RCTs, robust treatment of effects derived 
from studies with lower hierarchy (for  example, case-
series) may generate more reliable evidence [24].

The decision to start with less complex therapy 
(mechanical debridement) for treatment of peri-
implantitis seems reasonable, because more conser-

vative therapy has been proved to be effective. Although 
outcomes from surgical procedures were better than 
those from nonsurgical procedures, we cannot deter-
mine with precision whether surgical therapy will, in 
fact, be the best treatment in the long term. This can be 
proved only when true outcomes, for example implant 
failure, are assessed rather than surrogate outcomes, 
for example PPD and CAL changes [25]. Patient-
oriented evidence (for example, evidence derived from 
true outcomes such as implant failure or quality of life) 
is, in fact, regarded as one of the key factors enabling 
determination of the strength of a recommendation 
based on a body of evidence [26]. Patient-oriented out-
comes are a requirement for giving a recommendation 
an A grade (i.e., strong) [26].

Evidence-based
decision  

Therapy A
(Mechanical

debridement)   

Patient-oriented
evidence  

Disease-oriented
evidence  

Improvement/stabilization 

• Initial cost of therapy?
(C>B>A): C more expensive  

• Is there a difference in efficacy
between therapies A, B and C?  

• Which is the impact of this
difference on the long-term
maintenance of the implant?   

Worsening

Maintenance phase
(Supportive peri-implantitis

therapy)    

Therapy C
(Open

flap+GTR)

Not available 

Therapy B
(Mechanical

debridement +
antibiotics)   

Worsening 

GTR−Guided tissue
regeneration 

Fig. 5.2 Example of 
evidence-based decision tree 
(algorithm) in the treatment 
of peri-implantitis. In this 
example, we assumed that 
treatment A is initially less 
expensive than B, and B less 
expensive than C. As we did 
not find any patient-oriented 
evidence for peri-implantitis 
treatment, this “route” was 
blocked. The first-line therapy 
is highlighted in green 
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The two SRs selected did not clearly report implant 
failure as primary outcomes, although some informa-
tion on implant failure was presented. Hence, this 
 disease-oriented evidence could only lead to a C grade 
recommendation (the weakest level in the SORT clas-
sification). Information on grading the quality of evi-
dence and the strength of recommendations will be 
given later in the chapter.

This model is intended to fill the gap between what 
is frequently published and what is, in fact, relevant to 
clinical decisions. Applying the concepts of EBD to 
dental practice is a lifelong learning process in which 
dentists should also be skilled in subjects other than 
implant-placement technique. Knowledge of statistics 
and epidemiology is necessary to effectively under-
stand the quality of published evidence.

5.6  Grading the Quality  
of Evidence and the Strength  
of Recommendations

Systems have been developed for making judgments 
about the quality of evidence and the strength of rec-
ommendations. The strength of a recommendation is 
the extent to which the clinician can be confident that 
following the recommendation will do more good than 
harm to the patient. In this context, it is important to 
make clear that high-quality evidence does not always 
lead to the strongest recommendation. For example, in 
the grading system called SORT, SRs graded as high-
quality evidence of surrogate end points such as PPD 
or CAL changes result in grade C (the weakest recom-
mendation), because these types of outcomes are 
related to efficacy instead of efficiency and in most 
cases they do not represent improvements in patient-
oriented outcomes [26].

We will provide a brief discussion of two systems 
for grading evidence and recommending treatment 
strategies.

5.6.1  SORT

The strength of recommendation taxonomy, or SORT, 
approach is founded in three key elements: quality, 
quantity, and consistency of evidence [26]. The authors 

of SORT, who represent the major family medicine 
journals in the United States and a large family medi-
cine academic consortium, created a grading scale that 
could be used by readers with different expertise in 
evidence-based medicine and clinical epidemiology.

SORT classifies evidence into three levels:

Level 1 – RCTs and SRs of RCTs with good qual-•	
ity, patient-oriented evidence
Level 2 – SRs and RCTs of low quality, and cohort •	
and case-control studies based on patient-oriented 
evidence
Level 3 – Disease-oriented evidence (the lowest •	
evidence, e.g., PPD and CAL changes)

The taxonomy includes ratings of A, B, or C for the 
strength of a recommendation of a body of evidence, 
with the A rating being the strongest recommendation. 
To distinguish between grades A and B, it is necessary 
to consider two other factors (quality of individual 
studies and consistency of evidence across all the stud-
ies being evaluated) to determine the final SORT 
grade.

5.6.2  GRADE

The grading of recommendations assessment, devel-
opment, and evaluation (GRADE) developed from 
informal collaboration of people with an interest in 
addressing the shortcomings of current grading sys-
tems in health care. GRADE uses study design, study 
quality, consistency, and directness to judge the quality 
of evidence [24]. To grade the quality of evidence, the 
GRADE approach initially uses study design as refer-
ence. RCTs, therefore, start as high-level evidence, but 
other considerations such as limited study quality, 
inconsistency of results, imprecise or sparse data, and 
high risk of reporting bias can reduce the quality of the 
evidence.

The authors of GRADE suggest two degrees of 
recommendation—strong and weak. Four factors, 
however, may affect the strength of the recommenda-
tion [27]:

The balance between desirable and undesirable •	
effects—the larger the difference between the desir-
able and undesirable effects, the more likely a 
strong recommendation is warranted.
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The quality of the evidence—the higher the quality •	
of the evidence, the more likely a strong recommen-
dation is warranted.
Values and preferences—the more variability in values •	
and preferences, or the more uncertainty in values 
and preferences, the more a weak recommendation 
is warranted.
Costs (resource allocation)—the higher the costs of •	
an intervention, the less a strong recommendation is 
warranted.

5.6.3  The Usefulness of Both Systems  
in Dentistry

As already reported, assessment of the quality of 
reporting or the methodology of SRs (and other stud-
ies) by the use of checklists may be straightforward 
with good reliability between appraisers. In contrast, 
achieving good reliability in grading quality and pro-
viding levels of strength of recommendations from the 
evidence of the original studies or studies included in 
an SR are not easy tasks.

Determining the grade of evidence with the GRADE 
system depends on the assessment of at least nine vari-
ables [24] that can reduce or increase the initial assess-
ment of the evidence on the basis of the type of study. 
Correct assessment of these variables seems to be more 
appropriate for researchers and guideline developers 
than for clinicians. The SORT approach dichotomizes 
levels of quality on the basis of study design and type 
of evidence (disease or patient-oriented) [26], conse-
quently reducing the number of variables assessed. It 
may be easier to achieve reliability between appraisers 
by use of the SORT approach than by use of the 
GRADE system. Nevertheless, the inter-rater reliabil-
ity of both approaches should be assessed by testing 
among dental practitioners.

Achieving good inter-rater reliability in the assess-
ment of the strength of a recommendation seems to be 
even more difficult. We realize, however, that the 
strength of the recommendation is intended to help cli-
nicians and patients to make the best clinical decision 
together. In this context, inter-rater agreement may not 
be pivotal, because the strength of recommendations is 
more based on individual patient needs. Nevertheless, 
we understand that the process of grading the quality 
of evidence should, at least, be reproducible, because 

the level of evidence will affect the strength of the 
recommendation.

We suggest testing of both approaches by dental 
practitioners to assess the level of inter-rater reliability 
in determining quality of evidence. Strength of recom-
mendations will be more based on the sensitivity of the 
clinician to the weight of all the variables in the 
process.

5.7  Economic Evaluation of Dental 
Health Services

5.7.1  The Rationale for Incorporating 
Costs in the Decision-Making 
Process

Imagine a patient who is missing a lower first molar. 
Intuitively, a clinician will first and foremost ask 
about the clinical prognosis for each of the treatment 
options available. At best, the corresponding infor-
mation process will rely on an evidence-based 
approach and will tell us which of the interventions 
has the best clinical prospects. If we were to live in a 
world without budget restrictions, we would always 
go for this treatment, which is called the most effec-
tive. Most often, however, we face monetary limita-
tions alongside a trade-off between health outcomes 
and costs. In the end, we need to decide whether the 
higher effectiveness of a treatment is worth the addi-
tional costs in comparison with the next best alterna-
tive. In other words, we must identify the most 
cost-effective, i.e., most efficient, treatment strategy. 
Generally speaking, health economic evaluation 
seeks to maximize the benefits which can be obtained 
from limited resources for health care or, vice versa, 
to minimize the costs in order to achieve a specific 
level of health outcome.

5.7.2  Cost-Effectiveness Analysis  
vs. Cost–Utility Analysis

A variety of approaches is available for economic eval-
uation of health care [28]. The two techniques most 
commonly applied are cost-effectiveness analysis 
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(CEA) and cost–utility analysis (CUA) [29]. Both 
methods are similar in requiring a definition of the 
costs to be included. The corresponding choice depends 
on the perspective of the decision maker. From the 
point of view of a health care provider, all costs of a 
particular intervention must be considered. A broad 
distinction can be made between fixed costs, for exam-
ple rent of an operating theater, and variable costs, for 
example staff time, equipment used, or length of stay 
in a hospital or day unit (detailed discussion can be 
found elsewhere, e.g. [30]).

What makes CEA and CUA conceptually distinct is 
the definition of treatment consequences.

Whereas CEA builds upon natural units (e.g., 
implant surveillance or PPD), CUA relies on more 
general measures that enable comparison of different 
health conditions and their treatment. The most widely 
used concept within health care is quality-adjusted life 
years (QALYs). QALYs incorporate a morbidity 
weight, which adjusts the time lived with a qualitative 
measure [31]. Similarly, for dental health it was sug-
gested to use quality-adjusted tooth years (QATYs) 
[32]. Their prospect is to reflect oral health outcomes 
as perceived by the patient and, thus, to make different 
dental conditions and treatments comparable against 
each other. For instance, a quality adjustment of tooth 
survival appears relevant when comparing conserva-
tive and surgical treatment of periodontal diseases. 
Specifically, patients may consider conservative inter-
vention less detrimental for their quality of life than 
surgical intervention. Surgical treatment may, hence, 
be judged preferrable when relying on tooth survival 

only, whereas adjusting tooth years for quality of life 
may result in the preferability of conservative treat-
ment [33].

5.7.3  Decision Analytical Modeling

There are several ways of structuring the process 
through which different treatment alternatives lead to 
corresponding costs and health outcomes. Specifically, 
Markov models assume that a patient occupies one of 
a series of defined health states at a given point in time. 
Each health state specifies a certain cost and health 
outcome and, as time elapses, transitions from one 
health state to another occur with preset probabilities. 
Within this framework, the expected costs and health 
outcomes can be calculated when weighting the aver-
aged time duration in each health state by the associ-
ated costs and health outcomes [33].

The most widely used modeling technique, how-
ever, relies on decision trees [34]. These represent 
individuals’ possible prognoses, following some sort 
of intervention, by a series of pathways. By way of 
illustration (Fig. 5.3), consider a stylized example of 
CEA for restorative treatment of an upper premolar 
(assuming the baseline conditions are equal). Besides 
choosing no treatment, which also has no costs (“null 
strategy”), two treatment alternatives are considered:

Strategy A costs $ 500 and will lead to tooth  •	
survival of 15 years.

no  treatment

strategy B
$ 2,000

$ 500

15

survival (years)

16

0

$ 0

strategy A

Fig. 5.3 Stylized decision 
tree for restorative treatment 
of an upper premolar
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Strategy B costs $ 2,000 and will lead to tooth  •	
survival of 16 years.

The given Information translates into a decision tree as 
illustrated in Fig. 5.1. The key question then is which 
of the given pathways is most efficient. This will be 
addressed in the next section.

5.7.4  Incremental Cost-Effectiveness 
Ratios (ICERs)

A frequently used decision rule for identification of the 
most cost-effective treatment strategy relies on the 
concept of ICERs [35]. Initially, all possible treatment 
pathways are ranked with regard to increasing costs of 
the intervention. Following this rank list, pairwise dif-
ferences between costs (DC = C

high-rank
 − C

low-rank
) and 

treatment outcomes (DE = E
high-rank

 − E
low-rank

) are calcu-
lated. Finally, ICERs are defined by the ratio DC/DE. 
Within our stylized example, this leads to the values 
shown in Table 5.4.

Here, all ICERs increase with their rank. A strategy 
for which the ICER is higher than that of the succeed-
ing strategy according to the rank list would be judged 
as dominated and no longer considered as an alterna-
tive treatment strategy. This is not the case here, how-
ever, and the interpretation is as follows—as long as a 
decision maker is willing to pay at least $1,500 for one 
more year of tooth survival, the most cost-effective 
strategy is treatment pathway (B). If, however, the 
decision maker is willing to pay more than $ 33.3 but 
less than $ 1,500 for one more year of tooth survival, 
treatment pathway (A) would be the most efficient 
strategy. Generally speaking, a treatment strategy can 
only be regarded as the most cost-effective when the 
corresponding ICER is exceeded by the decision mak-
er’s willingness to pay or, in other words, by the avail-
able resources.

5.8  Conclusions

This chapter presented a systematic approach to evalu-
ating and applying research evidence directly in a clin-
ical setting. Checklists for assessing the quality of the 
reporting and methodology of studies are important 
tools for helping clinicians in the decision-making pro-
cess. Systems for assessing the quality of evidence and 
the strength of recommendations are also of value, but 
they should be further developed specifically for the 
dental field and tested in a clinical setting. Finally, eco-
nomic aspects of dental treatment should also be taken 
into account at the moment of decision-making. There 
is a need for a model that incorporates information 
about evidence quality/strength of recommendation 
and the costs of dental procedures.
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6.1  Epidemiology

Globally, 33 million people were estimated to be liv-
ing with HIV in 2007 and over one million HIV 
patients live in the United States. In 2008, Center for 
Disease Control (CDC) estimated that approximately 
56,300 people were newly infected with HIV. Over 
half of these new infections (53%) occurred in gay and 
bisexual men. African American population was 

strongly affected and was estimated to have a high 
incidence rate which is more than 7 times higher than 
whites. There was estimation that 47% of the persons 
living with HIV were black, 34% were white, and 17% 
were Hispanic. Asians/Pacific Islanders and American 
Indians/Alaska Natives each represented roughly 1% 
of the HIV-infected population.

Most men (60%) acquired the infection by homosex-
ual behavior, followed by 27% persons infected through 
high-risk heterosexual contact, 22% through injection 
drug use, 5% were exposed through both male-to-male 
sexual contact and injection drug use. Most women 
(75%) acquire the infection from heterosexual sex.

Young people aged 15–35 account for an estimated 
25% of new HIV infections.

Approximately, one-fourth (25%) of HIV-infected 
persons are believed to be unaware of their infection 
[15].

It is very interesting that in Africa, the incidence of 
AIDS-related cardiac disease is very high compared to 
that seen in western developed countries. For instance, 
in the period from 1993 to 1999 in Burkina Faso (West 
Africa), 79% of the AIDS patients exhibited heart 
involvement, including myocarditis and cardiomyopa-
thy, whereas in an Italian study in the period from 1992 
to 1995, the incidence of AIDS-related cardiac disease 
was 6.5%.

The frequency of cardiac manifestations is influ-
enced by different variables including: survival pro-
longation in HIV-infected patients, because of advances 
in antiretroviral treatment and reduction in the occur-
rence of opportunistic infections [89].

With the introduction of highly active antiretroviral 
therapy (HAART), patients are living longer and other 
comorbidities such as hypertension, metabolic abnor-
malities including hyperglycemia, hyperlipidemia, and 
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HIV infection and AIDS in the United States  ›
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health issue. High number of infected persons, 
difficulty of treatment, and other co morbidity 
factors might increase the risk of cardiovascu-
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involvement in HIV infected and AIDS patients. 
Patients with AIDS can have cardiac pathology 
related to opportunistic infections and tumors 
as well as that related to antiviral medication 
(highly active antiretroviral therapy, for short 
HAART).
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lipodystrophy increase the risk of cardiovascular dis-
eases [30, 107].

Since the introduction of the HAART, the mortality 
rate has decreased and is shown in Fig. 6.1 [78].

6.2  Pericarditis

The most frequent clinical manifestation of cardiovas-
cular disease in patients with AIDS is pericardial dis-
ease. Pericardial effusion is the most frequent type of 
effusion associated with HIV in about one third of 
cases [16]. Echocardiographic studies have identified a 
pericardial effusion in approximately 20% of these 
patients [53, 97].

Incidence of pericardial effusion in HIV patients 
before the introduction of treatment with HAART was 
found to be 11% per year in one study [47]. The inci-
dence after introducing HAART is unknown [88].

The picture of clinical pericarditis is similar to that 
of pericarditis from etiologies other than HIV. Some 
patients are symptomatic with fever, pleuritic chest 
pain. However, most patients present with an asymp-
tomatic increase in the cardiac silhouette on chest 
X-ray.

Patients with pericardial effusion have shorter 
6 month survival rate than AIDS patients without peri-
cardial effusion (36% vs. 93%) [88]. Overall, the devel-
opment of pericardial effusion in a patient with AIDS is 
a bad prognostic sign, even if asymptomatic [14, 46].

6.3  Coronary Artery Disease

6.3.1  Clinical Features of CAD  
in HIV Patients

Typical HIV patient with coronary artery disease is a 
male, smoker, with very low HDL cholesterol, and sig-
nificantly younger than non-HIV patients with coro-
nary artery disease. The main studies addressing these 
features are summarized in Table 6.1 [88].

HIV-infected patients with acute coronary syn-
dromes differ in several ways from other ACS patients. 
Apart from being more than a decade younger than 
controls, the HIV patients were more likely to be male 
and current smokers and have low HDL cholesterol. 
Although they have less extensive coronary disease, 
they have a significantly higher rate of restenosis after 
PCI than other ACS patients.

The most common presentation of CAD among 
patients with HIV disease is myocardial infarction 
(MI), and 67% of HIV patients presented with acute 
MI. It is interesting that majority of cases are males; 
only 9% were females.

In a small French study, patients treated with PIs 
had almost a threefold increase in the risk of MI com-
pared with untreated HIV-infected patients, suggesting 
that rapidly forming drug-induced plaques are unstable 
and prone to rupture [75].

A retrospective analysis of two large cohorts of 
patients with HIV infection over the course of an 
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Fig. 6.1 As the frequency  
of the use of antiretroviral 
therapy, including PIs, 
increased in HIV–infected 
patients, their mortality 
during this same time period 
decreased [107]
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8-year period showed that MI rates in patients receiv-
ing PI therapy were 5 times greater than MI rates in 
those not on such therapy [59]. This relative increase 
risk was explained partly by dyslipidemia [110].

Regarding cholesterol profile in HIV patients with 
acute coronary syndrome, mean HDL cholesterol level 
was very low, reported between 28 and 35 mg/dL 
which is significantly lower than those of HIV patients 
without coronary artery disease and lower than non-
HIV control patients with coronary artery disease. In 
one study, mean LDL was much higher in these HIV 
patients in comparison with those without coronary 
artery disease.

In one report, HIV patients diagnosed with acute 
coronary syndrome, on an average are 11 years younger 
than control non-HIV patients with acute coronary 
syndrome.

The HIV patients have frequent single coronary 
artery disease, low TIMI score (blood flow in the coro-
nary artery which is determined by angiogram). 
Coronary angiogram and revascularization has the 
same indications as in non-HIV patient with coronary 
artery disease. Coronary angioplasty and stent place-
ment have very good immediate results. Interestingly, 
HIV-infected patients who had undergone coronary 
percutaneous intervention had a significantly higher 
rate of restenosis compared with their HIV-negative 
counterparts, after both balloon angioplasty and bare 
metal stent placement; data are not available for the 
drug eluting stent [88]. For example, in one study, rest-
enosis has developed in 15 of 29 HIV patients com-
pared with 3 of 21 non-HIV patients. It means that the 

rate of restenosis in HIV patients is 52% vs. 14% in 
non-HIV patients (p = 0.006) [54].

Regarding coronary artery revascularization by cor-
onary bypass surgery, no long-term follow-up data are 
available [88]. Median age for bypass surgery HIV 
patients was 44 years [54].

6.3.2  Cardiovascular Risk Factors in  
HIV Patients

Many studies have demonstrated high rates of cardiovas-
cular risk factors in patients with HIV infection. Some of 
these, such as dyslipidemia, diabetes mellitus, hyperten-
tion, chronic inflammation, altered immune system func-
tion, and metabolic syndrome, may be related to HIV 
infection or to HIV therapies. Others, such as high smok-
ing rates, are independent of HIV infection. More than 
half of HIV patients are smokers at the time of the coro-
nary event. Dyslipidemia and alterations in serum lipid 
values have been reported in HIV-infected patients.

Lower CD4 count in untreated HIV patients are 
associated with lower total cholesterol, lower HDL, 
and higher TG [43].

The proportion of patients receiving Protease 
Inhibitors (PIs) ranged from 49 to 71%.

In one study, a 10-year coronary heart disease risk 
of >20% was twice as common among patients receiv-
ing combination antiviral therapy (ART) as in a 
matched control group without HIV infection, 11.9% 
vs. 5.3%, respectively [54].

NA not reported

*Median value; all other values are means
aPatients drawn from 25 previous reports

Study Patients 
(n)

Age 
(years)

Current 
smoking 
(%)

CD4 count  
(cells/mm3)

PI use 
(%)

MI on 
presentation 
(n) (%)

Single-vessel 
disease (n) 
(%)

David et al. [53] 16 43* 81 234 (74–731)* 69 8/16 (50) NA

Matetzky et al. [88] 24 47 ± 9 58 318 ± 210 71 24 (100) 5/21 (24)

Escaut et al. [46] 17 46 ± 6 71 272 ± 185 65 11/17 (65) 9/17 (53)

Mehta et al. [82] 129a 42 ± 10 NA 313 ± 209 NA 82/106 (77) 26/76 (35)

Ambrose et al. [14] 51 48 ± 9 55 426 ± 290 59 34/51 (67) 21/45 (47)

Varriale et al. [54] 29 46 ± 10 55 >500 in 18/29 66 29 (100) NA

Hsue et al. [108] 68 50 ± 8 68 341 (3–4360)* 49 37/68 (54) 20/56 (36)

Table 6.1 Clinical features of coronary disease in HIV patients [35]
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In one report of HIV-infected patients, total choles-
terol exceeded 240 mg/dL in 27% of those receiving a PI, 
23% of those receiving an NNRTI, 44% of those receiv-
ing a PI and an NNRTI, and 10% of those receiving only 
an NRTI, compared with 8% of patients not receiving 
ART [70]. Triglyceride levels above 200 mg/dL were 
present in 40% of PI-treated patients, 32% of those 
treated with NNRTIs, 54% of those receiving both PIs 
and NNRTIs, 23% of NRTI-treated patients, and 15% of 
the untreated.

Insulin resistance and hyperglycemia appear to be 
more common in persons with HIV infection than in 
uninfected individuals. Patients receiving ART may 
have even higher rates of insulin resistance and diabe-
tes, and certain ARV medications, such as Indinavir, 
may confer greater risk than others [81, 111].

Hypertension occurs in up to one third of patients 
with HIV infection [37, 57]. NNRTIs or PIs have been 
linked to hypertension in some studies but not in others 
[13, 17, 57]. The hypertension associated with HIV 
appears to be linked to insulin resistance and the meta-
bolic syndrome [37].

6.3.3  Pathogenesis of Atherosclerosis  
in HIV Patients

HIV disease is in itself atherogenic which is associated 
with accelerated T-cell proliferation, heightened T-cell 
activation, and high levels of inflammatory markers 
[45, 48]. T lymphocytes play a key role in partheno-
genesis [44, 56, 112]. CD4 cell activation promotes 
atherosclerosis through proinflammatory cytokines 
such as tumor necrosis factor and interleukins [36]. 
Chronic low-grade inflammation  accelerates athero-
sclerosis [71]. C-reactive protein levels are higher in 
HIV patients than in control subjects [55]. Some data 
indicate that C-reactive protein is an active participant 
in the process of atherosclerosis [84, 113].

Monocyte chemoattractant protein-1 is a potent 
activator of macrophages and monocytes, stimulating 
them to migrate to the subendothelial space where they 
begin phagocytosis of modified lipoproteins to become 
lipid-laden foam cells, an early step in atherogenesis. 
Among HIV patients with subclinical atherosclerosis 
by carotid and femoral ultrasound, monocyte chemoat-
tractant protein-1 plasma levels were higher compared 
with HIV patients without atherosclerosis [1].

Coagulation abnormalities are another factor that 
would predispose HIV patients to thrombotic events 
[99]. Protein S deficiency is the most common, 
reported in 73% of HIV-infected men in 1 study 
[103]. Serum levels of Von Willebrand factor are 
higher in untreated HIV patients than in control sub-
jects, reflecting endothelial activation, but tend to 
decrease toward normal with HAART. Platelet acti-
vation also increases in HIV patients [5]. Smoking 
cigarettes activates platelets and increases coagula-
bility, and smoking rates are very high in HIV 
patients [88].

So, endothelial dysfunction, inflammation associ-
ated with platelets activation and hypercoagulation can 
explain the increased atherogenesis and thrombosis of 
the arterial wall in HIV positive patients.

On the other hand, PIs induce deleterious metabolic 
effects such as dyslipidemia and insulin resistance 
which has been shown to induce atherosclerosis in 
HIV patients [12].

6.3.4  Endothelial Dysfunction  
and HIV Infection

HIV can damage endothelium through several mecha-
nisms. Tat protein is a small cationic polypeptide 
released from infected cells, interacts with different 
types of receptors present on the surface of endothelial 
cells, activating signal transduction pathways and 
 triggers the expression of adhesion molecules, vascu-
lar endothelial growth factor, and platelet activation 
factor [94].

Moreover, the death of CD4 T lymphocytes caused 
by HIV increased the amount of shed membrane parti-
cles which induce endothelial dysfunction by reduction 
in nitric oxide and prostacyclin-induced vasodilatation 
[6, 74].

6.3.5  Endothelial Dysfunction  
and HIV Medications

The use of PIs in HIV patients is associated  
with endothelial dysfunction as assessed by brachial 
artery flow-mediated vasodilatation. This is mediated, 
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probably, by the atherogenic dyslipidemia induced by 
PIs [104].

6.3.6  Surrogate Measurement  
of Atherosclerosis in HIV Patients

6.3.6.1  Carotid Intima-Media Thickness (IMT)

In one study, mean carotid IMT was thicker in HIV 
patients than in control subjects (p < 0.001) [17]. 
Predictors of thicker IMT in HIV patients included: 
older age, higher LDL cholesterol, cigarette pack-
years, and hypertension. Also, there was a rapid pro-
gression of carotid IMT in HIV patients after 1 year, 
but not in control subjects (p = 0.002). The rapid pro-
gression of carotid IMT in HIV patients and their 
thicker baseline values strongly suggests very high 
rates of coronary and cerebrovascular events.

In this study, carotid IMT correlated with classic 
risk factors and with low nadir CD4 count [55].

6.4  Metabolic Abnormalities Associated 
with Antiretroviral Therapy

There are many studies suggesting that chronic HIV 
therapy is associated with the development of meta-
bolic disturbances, which may have a negative effect 
on cardiovascular risk.

Hypertension associated with HIV appears to be 
linked to insulin resistance and metabolic syndrome 
[37].

Higher rate of MI in young HIV-infected patients 
receiving PIs have focused interest on the association 
between HIV infection coronary artery disease and 
antiretroviral medications. The main studies address-
ing this issue are summarized in Table 6.2 [88]. Taken 

CVD cardiovascular disease; OR odds ratio; CHD coronary heart disease

Study Patients 
(n)

Age (years) Follow-up Events Results

Bozette et al. [30] 36,766 NA 40 months 1,207 admissions 
for CVD

No increase in CVD 
admissions with PIs or with 
increase in duration of PI 
treatment

Coplan et al. [78] 10,986 37 (mean) 1 year 29 MIs Risk of MI not increased in 
PI- vs. non-PI-treated patients; 
OR, 1.69; 95% CI, 0.54–7.48

Holmberg et al. [16] 5,672 42.6 (mean) 3.1 years 21 MIs Risk of MI increased in PI- vs. 
non-PI-treated patients; OR, 
7.1; 95% CI, 1.6–44.3

DAD Study Group [47] 23,468 39 (median) 1.6 years  
on PIs

126 MIs Risk of MI increased with 
increased exposure to PI 
combination therapy 
(p < 0.001)

Mary-Krause et al. [97] 34,976 37.7 (mean) 33 months 60 MIs Risk of MI increased in PI- vs. 
non-PI-treated patients; OR, 
2.56; 95% CI, 1.03–6.34

Klein et al. [33] 4,159 42.6 (mean) 3.6 years 72 CHD events, 
including 47 MIs

Event rates in PI- vs. 
non-PI-treated patients similar 
but increased in HIV patients 
vs. controls

Barbaro et al. [32] 1551 35.5 (median) 36 months 25 coronary 
events, including 
13 MIs

Risk of MI increased in PI- vs. 
non-PI-treated patients; RR, 
11.5; 95% CI, 2.7–48.5

Table 6.2 Studies comparing coronary event rates in HIV patients with vs. without PIs [35]
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together, these studies suggest that the rate of MI is 
higher in HIV patients taking PIs and this risk increases 
by lengthening the duration of treatment.

In HIV-infected patients, clinical studies of the 
effects of PIs on lipid levels have shown that PIs 
increased total cholesterol by 66%, LDL cholesterol 
by 37%, and triglycerides by 80% at 48 weeks [61]. 
PIs appear to have drug-specific effects on lipid and 
glucose metabolism. Some PIs, such as Atazanavir, do 
not appear to perturb lipid or glucose levels. However, 
in studies of HIV-uninfected subjects, Ritonavir 
increased triglycerides and lowered HDL cholesterol 
slightly, with no increase in LDL cholesterol, whereas 
Indinavir did not affect lipoproteins but caused insulin 
resistance [81, 91, 95]. Lopinavir/Ritonavir increased 
triglycerides without affecting LDL or HDL choles-
terol or insulin resistance [67]. Amprenavir had no 
effect on lipoproteins [95].

Long-term consequences of these metabolic abnor-
malities result in an increase in coronary events and 
stroke [88].

In HIV-infected patients, Lipodystrophy can be a 
possible side effect of Antiretroviral Therapy which is 
characterized by peripheral fat wasting with fat accu-
mulation in the neck, dorsocervical region, abdomen, 
and trunk. Its development and severity is strongly 
associated with the type and duration of therapy.

Lipodystrophy was seen in 20–35% patients after 
1–2 years of HAART. Lipodystrophy in HIV patients 
is associated with metabolic abnormalities such as 
insulin resistance, impaired glucose tolerance, elevated 
triglyceride, low HDL, and hypertention.

The most likely regimen to induce severe lip-
odystrophy is the combination of PI + 2 NRTIs (par-
ticularly stavudine+didanosine) [88].

6.5  Treatment of Coronary  
Risk Factors in HIV Patients

There are no definitive studies at present showing that 
treatment of traditional coronary risk factors improves 
outcomes in patients with HIV infection.

The Adult AIDS Clinical Trials group recommends 
that dyslipidemia be managed according to the guide-
lines of the National Cholesterol Education Program 
Adult Treatment Panel III [26]. Certain considerations 
should guide the selection of lipid-lowering agents in 

HIV-infected individuals who are taking PIs. Both PIs 
and Statins (with the exception of Pravastatin) are 
metabolized by the cytochrome P450 system. In non-
HIV-infected individuals, the combination of Ritonavir/
Saquinavir has been shown to increase the area under 
the curve (AUC) by 30-fold for Simvastatin and by 
79% for Atorvastatin, whereas the AUC decreased by 
50% for Pravastatin [29]. Simvastatin and lovastatin 
are contraindicated in patients taking PIs, whereas ator-
vastatin should be used cautiously, and, if used, should 
be initiated at low dosage [26]. Pravastatin is safe, but 
has lower potency with respect to LDL cholesterol low-
ering. The cholesterol absorption inhibitor Ezetimibe 
has not been studied in HIV-infected patients, but rep-
resents an attractive approach to LDL cholesterol low-
ering because of its lack of drug–drug interactions. A 
newer PI, Atazanavir, does not appear to be associated 
with lipid abnormalities [96]. Thus, switching patients 
with hyperlipidemia who are on other PIs to Atazanavir 
represents an alternate approach to lipid management.

Many HIV-infected patients also have elevated trig-
lyceride levels. Fibrates (bezafibrate, fenofibrate, and 
gemfibrozil) appear to reduce triglycerides effectively 
in HIV-infected patients receiving ART [7, 40]. 
Fibrates should be used cautiously in combination with 
statins because of the increased risk of myopathy. 
Fibrates are conjugated by glucuronidation with renal 
elimination. Ritonavir and Nelfinavir are inducers of 
glucuronidation and could decrease the effect of the 
Fibrates [27].

Niacin is an alternate option for triglyceride reduc-
tion, but may be a poor choice for many HIV patients 
because of its propensity to worsen blood glucose 
 levels [88].

Hypertriglyceridemia is often accompanied by the 
other components of the metabolic syndrome: low 
HDL cholesterol, increased remnant lipoproteins, 
small LDL particle size, abdominal obesity, hyperten-
sion, insulin resistance and glucose intolerance, a 
proinflammatory state, and a prothrombotic state [41].

There have been a limited number of studies inves-
tigating cigarette smoking in HIV-infected patients. 
The prevalence of cigarette smoking in HIV patients 
has been reported to be as high as 70–80% in some 
areas, and HIV-infected persons appear less likely to 
have contemplated tobacco cessation compared with 
other smokers [80].

The primary treatment target for the metabolic syn-
drome is obesity, and the recommended measures 
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include diet and exercise [42]. Even modest reductions 
in body weight may improve dyslipidemia, hyperten-
sion, and glucose intolerance, as well as levels of inflam-
matory and thrombotic markers [42]. Also smoking 
cessation should be a major focus of attention in the 
clinical care of HIV-infected smokers.

6.6  Myocardial Disease

There are three major forms of myocardial disease in 
patients with AIDS:

Focal myocarditis•	
Echocardiographic evidence of left ventricular •	
dysfunction
Clinical cardiomyopathy•	

Clinical dilated cardiomyopathy is seen in approxi-
mately 1–3% of patients with AIDS for an annual rate 
of 1–2% [2, 68, 69, 93, 98].

By multivariate analysis, low socio-economic status, 
long duration of HIV infection, low CD4 count, HIV 
viral load, and low plasma level of selenium were factors 
significantly associated with dilated cardiomyopathy.

It is not clear if HIV-associated disease is due to 
direct myocardial infection, an autoimmune process 
induced by HIV or other cardiotropic viruses or coex-
isting opportunistic infection [51].

In autopsy studies, in the pre-HAART era, myo-
carditis was identified in more than half of 71 patients 
evaluated and biventricular dilatation was present in 
10% of cases [3].

Histological studies showed evidence of myocyte 
hypertrophy and myocarditis [24].

Before the use of HAART, congestive heart failure 
due to HIV-induced left ventricular dysfunction was 
diagnosed in 2% of all HIV patients, most commonly 
with lowest CD4 count. Global left ventricular dys-
function was detected by echocardiogram in 15% of 
randomly selected HIV patients, in one study [50].

Since the introduction of HAART regimens, there 
has been a marked reduction in the incidence of myo-
carditis and opportunistic infections, which has led to 
a nearly 30% reduction in HIV-associated cardiomyo-
pathy [90].

Zidovudine (ZDV) has been demonstrated to cause 
mitochondrial myopathy in skeletal muscles, and 
may cause similar dysfunction in myocardial muscle 

[25]. Studies performed on transgenic mice suggest 
that ZDV is associated with diffuse destruction of 
cardiac mitochondrial ultrastructures and inhibition 
of cardiac mitochondrial DNA replication [70]. A 
study of six patients with cardiac dysfunction reported 
clinical association between cardiac disease and ther-
apy with ZDV and dideoxyinosine (didanosine) [49]. 
Three patients improved after ZDV was discontinued. 
However, another study evaluated left ventricular 
dysfunction by echocardiography in 60 HIV-infected 
patients with left ventricular dysfunction who were 
receiving ZDV and in 38 HIV-infected patients not on 
ZDV. It found that patients receiving ZDV did not 
have worse left ventricular function or more frequent 
evidence of diastolic dysfunction than did patients 
who were not on ZDV [10]. These findings are con-
sistent with those of a previous study by the same 
investigators showing that ZDV does not affect left 
ventricular function during short-term use [11].

6.7  Pulmonary Hypertension

Pulmonary hypertension, with and without cor pulmo-
nale and right heart failure, have been described in 
patients with AIDS. The incidence of HIV-related pul-
monary hypertension before the use of HAART has 
been 0.5% [52, 76, 83, 85, 100, 102].

The etiology of this problem is not well understood. 
The pathogenesis is unknown, but could relate to infec-
tion with human herpesvirus 8 (HHV-8) [22].

Many of these patients have had multiple pulmo-
nary infections, often with Pneumocystis carinii and 
many of those were intravenous drug users (IDUs) 
[87]. As a result, interstitial disease and vascular bed 
destruction by multiple pulmonary infections were 
thought to be important. However, hyperplasia of vas-
cular smooth muscle cells in the small pulmonary 
arteries occurs in HIV infection even without multiple 
pulmonary infections. Those changes may cause 
release of cytokines. There is a homology between a 
receptor-active region of the envelope protein gp120 of 
HIV virus and neuropeptide Y (NPY). NPY is mito-
genic for vascular smooth muscle cells. In an in- vitro 
preparation; the gp 120 protein was a more potent 
mitogen than NPY [64]. Gp120 is a viral protein nec-
essary for the binding and entrance of HIV into mac-
rophages and has been shown to target human lung 
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endothelial cells, increase markers of apoptosis, and 
stimulate the secretion of endothelin-1 [60].

The oral endothelin receptor antagonist, Bosentan 
has improved exercise tolerance and hemodynamic 
measurements in a small study of HIV patients [101].

6.8  Valvular Disease

Three main types of valvular disease have been associ-
ated with HIV infection:

Nonbacterial thrombotic endocarditis (NBTE)•	
Infective endocarditis (IE)•	
Mitral valve prolapse•	

Nonbacterial thrombotic (marantic) endocarditis con-
sists of sterile vegetations, which can occur on any of 
the valves. It may present as systemic embolization, 
but is otherwise clinically silent; no valvular distur-
bance occurs. Before 1989, NBET was found in 10% 
of autopsies in the United States in AIDS patients. The 
incidence has markedly decreased since then, possibly 
due to the virtual disappearance of cachexia in these 
patients. There have been no cases reported in AIDS 
patients since 1989 [31].

IE in HIV patients occurs almost exclusively in 
IDUs [19, 23, 31, 38, 77].

One retrospective study demonstrated that the inci-
dence of IE in HIV-infected patients has declined with 
the introduction of HAART. Presenting symptoms 
were similar to those seen in HIV-uninfected patients 
and included fever, chills, and shortness of breath. In 
one multivariate analysis, an increased risk of IE was 
associated with a low CD4 count (<50 cells/mL), high 
HIV RNA levels (>100,000 copies/mL), and a history 
of IDU.

The treatment approach to IE in HIV-infected 
patients is similar to the approach to those who are HIV-
seronegative; clinicians must consider the possibility of 
methicillin resistant S. aureus endocarditis [19].

6.9  Cardiac Tumors

Kaposi’s sarcoma is the most frequent neoplasm in 
HIV patients, [62] and cardiac involvement has been 
reported in autopsy studies [9].

Among the patients with AIDS, Kaposi’s sarcoma 
can involve the myocardium or the pericardium, and 
can cause pericardial effusion and in some cases, tam-
ponade were reported [18, 105].

Non-Hodgkin lymphoma is a malignancy often seen 
in the patient with AIDS. The tumor is usually wide-
spread, but can present as a primary cardiac lymphoma. 
When lymphoma involves the heart, it is usually diffusely 
infiltrative, but can form nodules and even intracavitary 
masses. Cardiac lymphoma can cause heart failure, supe-
rior vena caval syndrome, atrial and ventricular arrhyth-
mias, and heart block. With intracavitary growth, the 
masses cause mechanical obstruction to the blood flow 
across the valves. In such cases, surgical resection is 
 indicated. Chemotherapy and radiation therapy have pro-
duced variable results [21, 39, 63, 72, 79, 92, 106].

6.10  Long QT Syndrome

QT prolongation and torsade de pointes (TdP) have 
been described in patients with HIV infection, even in 
the absence of drug therapy. In one study, 29% of hos-
pitalized patients with HIV infection had QT prolonga-
tion [65]. Postulated mechanisms include myocarditis, 
a subclinical cardiomyopathy, and autonomic neuropa-
thy [109].

In addition, Pentamidine may promote TdP both 
directly and by causing hypomagnesemia, and HIV 
PIs can directly cause the long QT syndrome by block-
ing the HERG channel [4, 28, 58]. A patient with pro-
longed QT interval and torsades de pointes associated 
with Atazanavir was reported, emphasizing the impor-
tance of monitoring such patients who have risk fac-
tors for QT interval prolongation [73].

6.11  Autonomic Dysfunction

In the pre-HAART era, studies demonstrated autonomic 
nervous system (ANS) involvement affecting both para-
sympathetic and sympathetic divisions in a significant 
proportion of patients [20, 34]. One study found that 
compared to controls, HIV-infected patients taking potent 
ART regimens for at least three years had an increased 
resting heart rate and decreased short-term heart rate 
variability indicating parasympathetic dysfunction [66]. 
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Autonomic dysfunction can lead to QTc prolongation 
and malignant ventricular arrhythmias.

6.12  Peripheral Arterial Disease

Little is known about PAD in HIV-infected patients. 
The prevalence of this disorder was investigated in 92 
consecutively enrolled HIV-infected adults (mean age 
50 years) by using a claudication questionnaire and by 
measuring the systolic ankle-brachial blood pressure 
index (ABI) at rest and after exercise [86]. Patients 
with PAD by ABI were further evaluated with duplex 
scanning of the lower limb arteries. Twenty-one per-
cent of HIV-infected patients had peripheral vascular 
disease compared to the expected prevalence in the 
general population of 3% at age 60 [8].

References

 1. Alonso-Villaverde C, Coll B, Parra S, Montero M, Calvo N, 
Tous N, Joven J, Masana L (2004) Atherosclerosis in patients 
infected with HIV is influenced by a mutant monocyte 
chemoattractant protein-1 allele. Circulation 110:2204–2209

 2. Anderson DW, Virmani R, Reilly JM et al (1988) Prevalent 
myocarditis at necropsy in the acquired immunodeficiency 
syndrome. J Am Coll Cardiol 11:792

 3. Anderson DW et al (1988) Prevalent myocarditis at necropsy 
in the acquired immunodeficiency syndrome. J Am Coll 
Cardiol 11:792–799

 4. Anson BD, Weaver JG, Ackerman MJ et al (2005) Blockade 
of HERG channels by HIV protease inhibitors. Lancet 
365:682

 5. Aukrust P, Bjornsen S, Lunden B, Otterdal K, Ng EC,  
Ameln W, Ueland T, Muller F, Solum NO, Brosstad F, 
Froland SS (2000) Persistently elevated levels of von 
Willebrand factor antigen in HIV infection: downregulation 
during highly active antiretroviral therapy. Thromb Haemost 
84:183–187

 6. Aupeix K et al (1997) The significance of shed membrane 
particles during programmed cell death in vitro, in HIV-1 
infection. L Clin Invest 99:1546–1554

 7. Badiou S, Merle De Boever C, Dupuy AM, Baillat V,  
Cristol JP, Reynes J (2004) Fenofibrate improves the athero-
genic lipid profile and enhances LDL resistance to oxidation 
in HIV-positive adults. Atherosclerosis 172:273–279

 8. Bernal E, Masia M, Padilla S et al (2008) Low prevalence of 
peripheral arterial disease in HIV-infected patients with mul-
tiple cardiovascular risk factors. J Acquir Immune Defic 
Syndr 47:126

 9. Cammarosano C et al (1985) Cardiac lesion in acquired 
immune deficiency syndrome (AIDS). J Am Coll Cardiol 
5:703–706

10. Cardoso JS, Moura B, Martins L, Mota-Miranda A, Rocha 
Goncalves F, Lecour H (1998) Left ventricular dysfunction 
in human immunodeficiency virus (HIV)-infected patients. 
Int J Cardiol 63:37–45

11. Cardoso JS, Moura B, Mota-Miranda A, Goncalves FR, 
Lecour H (1997) Zidovudine therapy and left ventricular 
function and mass in human immunodeficiency virus-
infected patients. Cardiology 88:26–28

12. Carr A et al (1999) Diagnosis, prediction and natural course 
of HIV-1 protease-inhibitor-associated lipodysthrophy, 
hyperlipidaemia, and diabetes mellitus: a cohort study. 
Lancet 353:2093–2099

13. Cattelan AM, Trevenzoli M, Sasset L, Rinaldi L, Balasso V, 
Cadrobbi P (2001) Indinavir and systemic hypertension. 
AIDS 15:805–807

14. Cegielski JP, Lwakatare J, Dukes CS et al (1994) Tuberculous 
pericarditis in Tanzanian patients with and without HIV 
infection. Tuber Lung Dis 75:429

15. Centers for Disease Control (2005) Basic statistics from the 
Divisions of HIV/AIDS Prevention. Available at: http://
www.cdc.gov/hiv/stats/htm

16. Chen Y et al (1999) Human immunodeficiency virus-associ-
ated pericardial effusion: report of 40 cases and review of the 
literature. Am Heart J 137: 516–521

17. Chow DC, Souza SA, Chen R, Richmond-Crum SM, 
Grandinetti A, Shikuma C (2003) Elevated blood pressure in 
HIV-infected individuals receiving highly active antiretrovi-
ral therapy. HIV Clin Trials 4:411–416

18. Chyu KY, Birnbaum Y, Naqvi T et al (1998) Echocardiographic 
detection of Kaposi’s sarcoma causing cardiac tamponade in 
a patient with acquired immunodeficiency syndrome. Clin 
Cardiol 21:131

19. Cicalini S, Forcina G, De Rosa FG (2001) Infective endo-
carditis in patients with human immunodeficiency virus 
infection. J Infect 42:267

20. Cohen JA, Laudenslager M (1989) Autonomic nervous sys-
tem involvement in patients with human immunodeficiency 
virus infection. Neurology 39:1111

21. Constantino A, West TE, Gupta M, Loghmanee F (1987) 
Primary cardiac lymphoma in a patient with acquired 
immune deficiency syndrome. Cancer 60:2801

22. Cool CD et al (2003) Expression of human herpesvirus 8 in 
primary pulmonary hypertension. N Engl J Med 
349:1113–1122

23. Currie PF, Sutherland GR, Jacob AJ et al (1995) A review of 
endocarditis in acquired immunodeficiency syndrome and 
human immunodeficiency virus infection. Eur Heart J 16 
Suppl B:15

24. D’Amati G et al (2001) Pathological findings of HIV-associated 
cardiovascular disease. Ann N Y Acad Sci 946:23–45

25. Dalakas MC, Illa I, Pezeshkpour GH, Laukaitis JP, Cohen B, 
Griffin JL (1990) Mitochondrial myopathy caused by long-
term zidovudine therapy. N Engl J Med 322:1098–1105

26. Dube MP, Stein JH, Aberg JA, Fichtenbaum CJ, Gerber JG, 
Tashima KT, Henry WK, Currier JS, Sprecher D, Glesby MJ 
(2003) Guidelines for the evaluation and management of 
dyslipidemia in human immunodeficiency virus (HIV)-
infected adults receiving antiretroviral therapy: recommen-
dations of the HIV Medical Association of the Infectious 
Disease Society of America and the Adult AIDS Clinical 
Trials Group. Clin Infect Dis 37:613–627

http://www.cdc.gov/hiv/stats/htm
http://www.cdc.gov/hiv/stats/htm


88 R. Arimie and Z. Movahedi

27. Dube MP et al (2003) For the Adult AIDS Clinical Trials 
Group Cardiovascular Subcommittee. Guidelines for the eval-
uation and management of dyslipidimia in human immunode-
ficiency virus (HIV)-infected adults receiving antiretroviral 
therapy: recommendations of the HIV Medical Association of 
the Infectious Disease Society of America and the Adult AIDS 
Clinical Trials Group. Clin Infect Dis 37: 613–627

28. Eisenhauer MD, Eliasson AH, Taylor AJ et al (1994) 
Incidence of cardiac arrhythmias during intravenous pent-
amidine therapy in HIV-infected patients. Chest 105:389

29. Fichtenbaum CJ, Gerber JG, Rosenkranz SL, Segal Y,  
Aberg JA, Blaschke T, Alston B, Fang F, Kosel B, Aweeka F 
(2002) Pharmacokinetic interactions between protease 
inhibitors and statins in HIV seronegative volunteers: ACTG 
Study A5047. AIDS 16:569–577

30. Fisher SD, Lipshultz SE (2001) Epidemiology of cardiovas-
cular involvement in HIV disease and AIDS. Ann N Y Acad 
Sci 946:13–22

31. Fisher SD, Lipshutz SE (2001) Epidemiology of cardiovas-
cular involvement in HIV disease and AIDS. Ann N Y Acad 
Sci 946:13

32. Flum DR, McGinn JT, Tyras DH (1995) The role of the 
‘pericardial window’ in AIDS. Chest 107:1522–1525

33. Freedberg RS, Gindea AJ, Dieterich DT, Greene JB (1987) 
Herpes simplex pericarditis in AIDS. N Y State J Med; 
87:304–306

34. Freeman R, Roberts MS, Friedman LS et al (1990) 
Autonomic function and human immunodeficiency virus 
infection. Neurology 40:575

35. Friis-Moller N, Reiss P, Sabin CA, Weber R et al (2007) 
Class of antiretroviral drugs and the risk of myocardial 
infarction. N Engl J Med 356(17):1723–1735

36. Frostegard J et al (1999) Cytokine expression in advances 
human atherosclerotic plaque: dominance of proinflammatory 
(TH1) and macrophage-stimulating cytokines. Atherosclerosis 
145:33–43

37. Gazzaruso C, Bruno R, Garzaniti A, Giordanetti S, Fratino 
P, Sacchi P, Filice G (2003) Hypertension among HIV 
patients: prevalence and relationships to insulin resistance 
and metabolic syndrome. J Hypertens 21:1377–1382

38. Gebo KA, Burkey MD, Lucas GM et al (2006) Incidence of, 
risk factors for, clinical presentation, and 1-Year outcomes 
of infective endocarditis in an urban HIV cohort. J Acquir 
Immune Defic Syndr 43:426

39. Goldfarb A, King CL, Rosenzweig BP et al (1989) Cardiac 
lymphoma in the acquired immunodeficiency syndrome. 
Am Heart J 118:1340

40. Grinspoon S, Carr A (2005) Cardiovascular risk and body-fat 
abnormalities in HIV-infected adults. N Engl J Med 352:48–62

41. Grundy SM, Brewer HB, Cleeman JI, Smith SC, Lenfant C 
(2004) Definition of metabolic syndrome: Report of the 
National Heart, Lung, and Blood Institute/American Heart 
Association conference on scientific issues related to defini-
tion. Circulation 109:433–438

42. Grundy SM, Hansen B, Smith SC Jr, Cleeman JI, Kahn RA 
(2004) Clinical management of metabolic syndrome: report 
of the American Heart Association/National Heart, Lung, 
and Blood Institute/American Diabetes Association confer-
ence on scientific issues related to management. Circulation 
109:551–556

43. Grunfeld C et al (1992) Lipids, lipoproteins, triglycerides 
clearance, and cytokines in HIV infection and the acquired 
immunodeficiency syndrome. J Clin Endocrinol Metab 
74:1045–1052

44. Hansson GK, Jonasson L, Lojsthed B, Stemme S, Kocher O, 
Gabbiani G (1988) Localization of T lymphocytes and mac-
rophages in fibrous and complicated human atherosclerotic 
plaques. Atherosclerosis 72:135–141

45. Hazenberg MD et al (2000) T-cell division in human immu-
nodeficiency virus HIV-1 infection is mainly due to immune 
activation: a longitudinal analysis in patients before and dur-
ing highly active antiretroviral therapy (HAART). Blood 
95:249–255

46. Heidenreich PA, Eisenberg MJ, Kee LL et al (1995) 
Pericardial effusion in AIDS. Incidence and survival. 
Circulation 92:3229

47. Heidenreich PA et al (1995) Pericardial effusion in AIDS. 
Circulation 92:3229–3234

48. Hellerstein M et al (1999) Directly measures kinetics of cir-
culating T lymphocytes in normal and HIV -1-infected 
humans. Nat Med 5:83–89

49. Herskowitz A, Willoughby SB, Baughman KL,  
Schulman SP, Bartlett JD (1992) Cardiomyopathy associ-
ated with antiretroviral therapy in patients with HIV infec-
tion: a report of six cases. Ann Intern Med 116:311–313

50. Herskowitz A et al (1993) Prevalence and incidence of left 
ventricular dysfunction in patients with human immnunode-
ficiency virus infection. Am J Cardiol 71:955–958

51. Herskowitz A et al (1994) Myocarditis and cardiotropic viral 
infection associated with severe left ventricular  dysfunction 
in late-stage infection with human immuno-deficiency virus. 
J Am Coll Cardiol 24:1025–1032

52. Himelman RB, Dohrmann M, Goodman P et al (1989) Severe 
pulmonary hypertension and cor pulmonale in the acquired 
immunodeficiency syndrome. Am J Cardiol 64:1396

53. Hsia J, Ross AM (1994) Pericardial effusion and pericardio-
centesis in human immunodeficiency virus infection. Am J 
Cardiol 74:94–96

54. Hsue PY et al (2004) Clinical features of acute coronary 
syndrome in patients with human immunodeficiency virus 
infection. Circulation 109:316–319

55. Hsue PY et al (2004) Progression of atherosclerosis as 
assessed by carotid intima-media thickness in patients with 
HIV infection. Circulation 109:1603–1608

56. Hunt PW, Martin JN, Sinclair E, Bredt B, Hagos E,  
Lampiris H, Deeks S (2003) T cell activation is associated 
with lower CD4+ T cell gains in human immunodeficiency 
virus-infected patients with sustained viral suppression dur-
ing antiretroviral therapy. J Infect Dis 187:1534–1543

57. Jung O, Bickel M, Ditting T, Rickerts V, Welk T, Helm EB, 
Staszewski S, Geiger H (2004) Hypertension in HIV-1-
infected patients and its impact on renal and cardiovascular 
integrity. Nephrol Dial Transplant 19:2250–2258

58. Justo D (2006) Methadone-induced long QT syndrome vs 
methadone-induced torsades de pointes. Arch Intern Med 
166:2288

59. Jutte A, Schwenk A, Franzen C, Romer K, Diet F, Diehl V, 
Fatkenheuer G, Salzberger B (1999) Increasing morbidity 
from myocardial infarction during HIV protease inhibitor 
treatment? AIDS 13:1796–1797



896 Evidence-Based Decisions in Human Immunodeficiency Virus Infection and Cardiac Disease 

60. Kanmogne GD, Primeaux C, Grammas P (2005) Induction 
of apoptosis and endothelin-1 secretion in primary human 
lung endothelial cells by HIV-1 gp120 proteins.Biochem 
Biophys Res Commun 333:1107

61. Kannel WB, Giordano M (2004) Long-term cardiovascular 
risk with protease inhibitors and management of the dyslipi-
demia. Am J Cardiol 94:901–906

62. Kaplan LD et al (2003) Case 31-2003: a 44-year old man 
with HIV infection and a right atrial mass. N Engl J Med 
349:1369–1377

63. Kelsey RC, Saker A, Morgan M (1991) Cardiac lymphoma 
in a patient with AIDS. Ann Intern Med 115:370

64. Kim J, Ruff M, Karwatowska-Prokopczuk E et al (1998) 
HIV envelope protein gp120 induces neuropeptide Y recep-
tor-mediated proliferation of vascular smooth muscle cells: 
relevance to AIDS cardiovascular pathogenesis. Regul Pept 
75–76:201

65. Kocheril A, Bokhari SAJ, Batsford WP (1997) Long QTc 
and torsades de pointes in human immunodeficiency virus 
disease. Pacing Clin Electrophysiol 20:2810

66. Lebech AM, Kristoffersen US, Mehlsen J et al (2007) 
Autonomic dysfunction in HIV patients on antiretroviral 
therapy: studies of heart rate variability. Clin Physiol Funct 
Imaging 27:363

67. Lee GA, Seneviratne T, Noor MA, Lo JC, Schwarz JM, 
Aweeka FT, Mulligan K, Schambelan M, Grunfeld C (2004) 
The metabolic effects of lopinavir/ritonavir in HIV-negative 
men. AIDS 18:641–649

68. Leidig GA Jr (1991) Clinical, echocardiographic, and elec-
trocardiographic resolution of HIV-related cardiomyopathy. 
Mil Med 156:260

69. Levy WS, Simon GL, Rios JC, Ross AM (1989) Prevalence 
of cardiac abnormalities in human immunodeficiency virus 
infection. Am J Cardiol 63:86

70. Lewis W, Grupp IL, Grupp G, Hoit B, Morris R, Samarel AM, 
Bruggeman L, Klotman P (2000) Cardiac dysfunction occurs 
in the HIV-1 transgenic mouse treated with zidovudine. Lab 
Invest 80:187–197

71. Libby P (2000) Imflammation in atherosclerosis. Nature 
420:868–874

72. Little RF, Gutierrez M, Jaffe ES et al (2001) HIV-associated 
non-Hodgkin lymphoma: incidence, presentation, and prog-
nosis. JAMA 285:1880

73. Ly T, Ruiz ME (2007) Prolonged QT interval and torsades 
de pointes associated with atazanavir therapy. Clin Infect 
Dis 44:e67

74. Martin S et al (2004) Shed membrane particles from T lym-
phocytes impair endothelial function and regulate endothe-
lial protein expression. Circulation 109:1653–1659

75. Mary-Krause M, Cotte L, Simon A, Partisani M, Costagliola 
D (2003) Increased risk of myocardial infarction with dura-
tion of protease inhibitor therapy in HIV-infected men. AIDS 
17:2479–2486

76. Mesa RA, Edell ES, Dunn WF, Edwards WD (1998) Human 
immunodeficiency virus infection and pulmonary hyperten-
sion: two new cases and a review of 86 reported cases. Mayo 
Clin Proc 73:37

77. Miró JM, del Río A, Mestres CA (2002) Infective endocardi-
tis in intravenous drug abusers and HIV-1 infected patients. 
Infect Dis Clin North Am 16:273

78. Mocroft A, Vella S, Benfield TL, Chiesa A, Miller V et al 
(1998) Cahging patterns of mortality across Europe in 
patients infected with HIV-1. Lancet 352:1725–1730

79. Montalbetti L, Della Volpe A, Airaghi ML et al (1999) 
Primary cardiac lymphoma. A case report and review. 
Minerva Cardioangiol 47:175

80. Niaura R, Shadel WG, Morrow K, Tashima K, Flanigan T, 
Abrams DB (2000) Human immunodeficiency virus infec-
tion, AIDS, and smoking cessation: the time is now. Clin 
Infect Dis 31:808–812

81. Noor MA, Lo JC, Mulligan K, Schwarz JM, Halvorsen RA, 
Schambelan M, Grunfeld C (2001) Metabolic effects of 
indinavir in healthy HIV-seronegative men. AIDS 
15:F11–F18

82. Ntsekhe M, Mayosi BM (2009) Cardiac manifestations of 
HIV infection: an African perspective. Nat Clin Pract 
Cardiovasc Med 6:120

83. Opravil M, Pechere M, Speich R et al (1997) HIV-associated 
primary pulmonary hypertension. A case control study. Am 
J Respir Crit Care Med 155:990

84. Pasceri V et al (2000) Direct proinflammatory effect of 
C-reactive protein on human endothelial cells. Circulation 
102:2165–2168

85. Pellicelli AM, Barbaro G, Palmieri F et al (2001) Primary 
pulmonary hypertension in HIV patients: a systematic 
review. Angiology 52:31

86. Periard D, Cavassini M, Taffe P et al (2008) High prevalence 
of peripheral arterial disease in HIV-infected persons. Clin 
Infect Dis 46:761

87. Petitpretz P, Brenot F, Azartam R et al (1994) Pulmonary 
hypertension in patients with human immunodeficiency 
virus infection: comparison with primary pulmonary hyper-
tension. Circulation 89:2722

88. Hsue PY, Waters DD (2005) What a cardiologist needs to 
know about patients with human immunodeficiency virus 
infection. Circulation 112: 3947–3957 

89. Pugliese A, Gennero L, Vidotto V et al (2004) A review of 
cardiovascular complications accompanying AIDS. Cell 
Biochem Funct 22(3):137–141

90. Pugliese A et al (2000) Impact of highly active antiretroviral 
therapy in HIV-positive patients with cardiac involvement. J 
Infect 40:282–284

91. Purnell JQ, Zambon A, Knopp RH, Pizzuti DJ, Achari R, 
Leonard JM, Locke C, Brunzell JD (2000) Effect of ritonavir 
on lipids and post-heparin lipase activities in normal sub-
jects. AIDS 14:51–57

92. Roldan EO, Moskowitz L, Hensley GT (1987) Pathology of 
the heart in acquired immunodeficiency syndrome. Arch 
Pathol Lab Med 111:943

93. Roy VP, Prabhakar S, Pulvirenti J, Mathew J (1999) 
Frequency and factors associated with cardiomyopathy in 
patients with human immunodeficiency virus infection in an 
inner-city hospital. J Natl Med Assoc 91:502

94. Rusnati M et al (2002) HIV-1 Tat protein and endothelium: 
from protein/cell interaction to AIDS-associated patholo-
gies. Angiogenesis 5:141–151

95. Sadler BM, Piliero PJ, Preston SL, Lloyd PP, Lou Y, Stein 
DS (2001) Pharmacokinetics and safety of amprenavir and 
ritonavir following multiple-dose, co-administration to 
healthy volunteers. AIDS 15:1009–1018



90 R. Arimie and Z. Movahedi

 96. Sanne I, Piliero P, Squires K, Thiry A, Schnittman S (2003) 
Results of a phase 2 clinical trial at 48 weeks (AI424-007): 
a dose-ranging, safety, and efficacy comparative trial of 
atazanavir at three doses in combination with didanosine 
and stavudine in antiretroviral-naive subjects. J Acquir 
Immune Defic Syndr 32:18–29

 97. Schuster M, Valentine F, Holzman R (1985) Cryptococcal 
pericarditis in an intravenous drug abuser. J Infect Dis 
152:842

 98. Shannon RP, Mathier MA, Manleod S et al (1999) 
Macrophages not cardiomyocytes are the reservoir for len-
tivirus in SIV cardiomyopathy. Circulation 100:1

 99. Shen YM, Frenkel EP (2004) Thrombosis and a hyperco-
agulable state in HIV-infected patients. Clin Appl Thromb 
Hemost 10:277–280

100. Silva-Cardoso J, Moura B, Ferreira A et al (1998) Predictors 
of myocardial dysfunction in human immunodeficiency 
virus-infected patients. J Card Fail 4:19

101. Sitbon O et al (2004) Bosentan for the treatment of human 
immunodeficiency virus-associated pulmonary arterial 
hypertension. Am J Respir Crit Care Med 170:1212–1217

102. Speich R, Jenni R, Opravil M et al (1991) Primary pulmo-
nary hypertension and HIV infection. Chest 100:1268

103. Stahl CP, Wideman CS, Spira TJ, Haff EC, Hixon GJ, Evatt 
BL (1993) Protein S deficiency in men with long-term human 
immunodeficiency virus infection. Blood 81:1801–1807

104. Stein JH et al (2001) Use of Human immunodeficiency 
virus-1 protease inhibitors is associated with atherogenic 
lipoprotein changes and endothelial dysfunction. Circulation 
104:257–262

105. Stotka JL, Good CB, Downer WR, Kapoor WN (1989) 
Pericardial effusion and Pericardial effusion and tampon-
ade due to Kaposi’s sarcoma in acquired immunodeficiency 
syndrome. Chest 95:1359

106. Sturm A, Noppeney R, Reimer J et al (2001) AIDS and 
non-Hodgkin’s lymphoma: initial cardiac manifestations of 
highly malignant B-cell lymphoma 18 years after HIV 
infection. Dtsch Med Wochenschr 126:364

107. Tershakovec AM, Frank I, Rader D (2004) HIV-related lip-
odystrophy and related factors. Atherosclerosis 174(1):1–10

108. Trachiotis GD et al (2003) Cardiac surgery in patients 
infected with the human immunodeficiency virus. Ann 
Thorac Surg 76:1114–1118

109. Villa Foresti V, Confaloneri F (1995) Autonomic neuropa-
thy and prolongation of the QT interval in human immuno-
deficiency virus infection. Clin Auton Res 5:48

110. Wafaa E-S, Reiss P, De Wit S, Monforte AD, Thiebaut R, 
Morfeld L, Weber R, Pradier C, Calvo G, Law M, Kirk O, 
Sabin C, Friis-Moller N, Lundgren J (2005) Relationship 
between prolonged exposure to combination art and myo-
cardial infarction: effect of sex, age, and lipid changes. In: 
Program and abstracts of the 12th conference on retrovi-
ruses and opportunistic infections; 22-25 February 2005, 
Boston. Abstract 42

111. Wlodarczyk D (2004) Managing medical conditions asso-
ciated with cardiac risk in patients with HIV. In: Peiperl L, 
Volberding PA (eds) HIV insite knowledge base [textbook 
online]. UCSF Center for HIV Information, San Francisco. 
Available at: http://hivinsite.ucsf.edu/InSite?page=kb-03-
01-20#S2.3X.

112. Zhou X, Nicoletti A, Elhage R, Hansson GK (2000) 
Transfer of CD4+ T cells aggravates atherosclerosis in 
immunodeficient apolipoprotein E knockout mice. 
Circulation 102:2919–2922

113. Zwaka TP et al (2001) C-reactive protein-mediated low 
density lipoprotein uptake by macrophages: implications 
for atherosclerosis. Circulation 103:1194–1197

http://hivinsite.ucsf.edu/InSite?page=kb-03-01-20#S2.3X
http://hivinsite.ucsf.edu/InSite?page=kb-03-01-20#S2.3X


91F. Chiappelli et al. (eds.), Evidence-Based Practice: Toward Optimizing Clinical Outcomes,  
DOI: 10.1007/978-3-642-05025-1_7, © Springer-Verlag Berlin Heidelberg 2010

7.1  Introduction

Decision-making in health care practice is a complex 
process. This essentially involves collection of infor-
mation regarding the disease through a comprehensive 
enquiry of symptoms, signs, and physical telltale of 
disease and also a direct or indirect visualization of 
pathological process through several investigations. 
These pieces of information are then analyzed in a way 
to reach at a point, which may indicate the possible 

cause of pathology and therefore can help in decision 
making to its management.

An increasing insurgence of fast emerging biotech-
nological application to medical diagnostics, however, 
substantially influenced the conventional decision mak-
ing in medical practice. Overuse and overdependence 
on the technology to reach at a decision have unfortu-
nately increased the health care cost exponentially with 
an unequal distribution of their utilization among the 
people from different socio-economic groups.

Contrary to the concurrent decision making of con-
ventional medicine, a decision making in complemen-
tary and alternative medicine (CAM) largely depends 
upon enquiring the disease through subjective and 
objective clinical examination followed by its interpre-
tation through intrinsic understanding about the patho-
genesis and management. CAM encompasses a vast 
array of traditional health care practices prevalent in 
many countries. Ayurveda from India and traditional 
Chinese medicine (TCM) (including acupuncture) 
from China are between two most widely acknowl-
edged forms of traditional health care practice for their 
completeness of theory and practice style [37]. Besides 
making a substantial contribution to the health care 
needs in the country of their origin, they are contribut-
ing to global healthcare needs.

Conventional diagnostic decision making in TCM 
and acupuncture largely depends upon a comprehen-
sive physical examination of a patient with an inten-
tion to enquire about variables pathognomonic to 
different pathological states. This examination includes 
enquiry about physical and physiological features 
compounded with a comprehensive tongue and pulse 
examination. A cross analysis of the information 
obtained through physical examination and symptom 
enquiry helps one to reach at a decision determining 
the final course of therapy [38].
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Core Message

Ayurveda, the traditional health care system  ›
rooted in India, is one among the oldest yet 
living traditional healthcare system. Ayurvedic 
clinical practice utilizes a comprehensive clin-
ical examination of the patient to reach at a 
judgment about the pathogenesis and its pos-
sible mode of management. The chapter dis-
cusses the extent to which this can practically 
be utilized in routine clinical settings of 
Ayurveda to reach at evidence-based decision.
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Ayurvedic clinical practice, similarly, utilizes a com-
prehensive clinical examination of the patient to reach 
at a judgment about the pathogenesis and its possible 
mode of management. Interestingly, Ayurveda princi-
pally distinguishes between the examination of the dis-
ease (Roga pariksha) and the examination of the person 
who is afflicted with the disease (Rogi pariksha). 
Eventually, the examination of the former is primarily 
meant to examine the disease process whereas the latter 
is to examine the vitality of the patient. This bimodal 
clinical examination in Ayurveda is proposed to bring 
out the information crucial for the tailoring of the man-
agement as per the individual conditions [34]. A Rogi 
pariksha consequently is a comprehensive examination 
of various host-related factors having important roles to 
play in the determination of the choice of therapy, dos-
age, minimization of adversities, and prognosis of a 
disease in relation to its affliction to an individual. A 
rogi pariksha, therefore eventually includes examina-
tion about constitution of the patient (prakriti), age 
(vaya), disease (vikriti), tolerance (satmya), psycho-
logical status (satva), digestive capacity (aharashakti), 
capacity for exercise (vyayama shakti), quality of tissue 
(sara), physical proportion of body (sanhanana), and 
strength (bala). Together, they all compose a tenfold 
(dashavidha) examination, which remains the mainstay 
of decision making in Ayurvedic clinical practice [27].

Irrespective of the classical textual descriptions avail-
able in ancient Ayurvedic scriptures such as Charaka 
Samhita (200 bc), Sushruta Samhita (600 bc), and 
Astanga Samgraha (fourth century ad) supporting this 
form of evidence analysis [25], the same has become 
increasingly difficult to be translated into practice. Among 
the several reasons which are limiting the clinical appli-
cation of these seemingly important methods of evidence 
search in Ayurveda, the foremost ones are unavailability 
of tools to transform these measured variables into accu-
rate, consistent, and reproducible piece of information. In 
the absence of such dependable tools, any information 
observed in relation to disease and its management 
remains an individual observation and not an evidence. A 
decision-making based upon such information is liable to 
have inaccuracies leading to uncertainties of results.

Prakriti or the constitutional specificity of a person is 
a perpetual concept of Ayurveda. Conceptually, it brings 
about a phenotypical classification of human population 
based on the predominance of certain biohumors (dosha) 
in every individual leading to a constitutional specificity 
and on which the physical, physiological, and mental 

traits of a person depends. A prakriti examination forms 
an essential component of the tenfold examination plan 
of Ayurvedic decision making. Recent years have shown 
a renewed scientific interest to the idea of Ayurvedic 
phenotyping of human population and to see if it has a 
genomic and biochemical basis [15].

As a prakriti examination is primarily the identifi-
cation of the predominance of certain biohumors of the 
body, which in turn are responsible for the state of 
health, or disease in a person, its accuracy in observa-
tion may have important bearings on the part of deci-
sion making in Ayurvedic therapeutics.

It is this concept of prakriti in Ayurveda that we 
would be focusing upon in this chapter. Besides identi-
fying its fundamental importance in Ayurvedic diagnos-
tics and therapeutics, we would also be examining as to 
how this can practically be utilized in routine clinical 
settings of Ayurveda to reach at evidence-based deci-
sion. A deliberation about prakriti, however, cannot be 
fully accomplished unless we reach at a basic under-
standing of the constructs of Ayurvedic fundamentals. It 
is in this purview that we would briefly introduce 
Ayurvedic principles of health and disease that examine 
as to how the concept of prakriti derived, before we 
actually enter into the main focus of this chapter.

7.2  Ayurveda: The Science of Life: 
Background

Oriental world is known for its ethno-cultural tradi-
tions rooted in identical philosophical and social ide-
ologies. These traditions are deeply intertwined to 
their social fabric for their direct influence upon life 
and related issues and hence are carried forward 
through the successive generations since antiquity. 
Healthcare, being an important and integral compo-
nent of human life, essentially forms the core of this 
ethno-cultural ethos of traditional societies. Having 
originated, transformed, and nurtured in relation to the 
actual need of the society, these health care systems 
are grown as the systems taking care of the health and 
diseases but essentially with a care for socio-economic 
and geographic factors affecting the life of the people 
in a particular area of its practice. This is how, the tra-
ditional health care systems, at places, are found inter-
fered with seemingly unrelated topics from ethics, 
agriculture, and sociology. That was primarily to 
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provide a broader base to medical science and to link it 
with every issue having a potential to affect human 
health directly or indirectly.

Ayurveda, the traditional health care system rooted 
in India, is one among the oldest yet living traditional 
healthcare system. This is practiced predominantly in 
Indian subcontinent but sporadically throughout the 
globe. Ayurveda, in connotation to the TCM, has a 
strong theoretical and practical basis; hence it is recog-
nized as a whole system of medicine [37]. Primarily 
looking into the integration of body, mind, and spirit as 
a means to prevent and treat a disease, Ayurveda has 
gone through phased development of its fundamental 
constructs historically. Beginning with Athrvaveda, 
which is found to have the basic seeds of health care 
philosophy, it was further adopted and enriched by 
various schools of thoughts through many centuries to 
be evolved into the shape it is observed today [14].

Ayurveda, being the science primarily concerned 
with human being as the subject of its study, begins 
exhortatively to understand a human being in terms of its 
compositional details and then proceeds further into 
identifying a compositional harmony and anomaly as the 
cause of health and disease in human being. Interven-
tions to bring about health in a sick are essentially the 
measures intended to restore the lost harmony among 
the primary components of the body. Approaching from 
simple to complex, Ayurveda further specifies the dis-
harmony with reference to etiopathogenesis of a disease 
by the identification of the presenting symptoms of the 
person. An intervention essentially looks for the restora-
tion of lost harmony which is achieved by addition, sup-
plementation, or removal of the components leading to 
imbalance [3].

For a better understanding of Ayurveda, however, 
we still need to know the following:

1. What are these components which form a human 
body?

2. How their imbalance and rebalance leads to sick-
ness and health?

3. How can diseases be diagnosed in terms of a com-
positional imbalance?

4. How a specific intervention may be determined to 
act upon a specific type of imbalance?

Ayurveda tries to answer these many queries through an 
innovative proposition of certain postulates. Theory of 
five elements (pancha mahabhut), uniqueness of body 
constitution (prakriti), three physiological principles 

(tridosha), and property of a drug (rasa) are some of 
these dictums which are extensively used in Ayurveda 
to understand the causes of disease and health. Besides 
these theories, Ayurveda also propagates the concept of 
similarity of macrocosm and microcosm (loka purusha 
samya) for their mutual dependence.

These thoughts and constructs of Ayurveda, though 
unfamiliar to conventional medical science, are gradu-
ally being recognized for having seeds of more explicit 
human biology yet to be understood by the scientific 
world [4].

Utilization of these postulates to bring evidences for 
their possible utilization in patient care is a cumber-
some thought requiring more rigorous fundamental 
and scientific research than it may seem. Among all the 
postulates of Ayurveda, Prakriti, a fundamental con-
ceptualization of Ayurveda about constitutional iden-
tity of each individual seems to be more near to 
scientific understanding for its tangibility and applica-
tion. Prakriti identification is proposed to be of explicit 
value in individualized health care. This is also pro-
posed to be of value in predictive medicine by present-
ing a clue to disease susceptibility and incidence pattern 
in a given constitution type [8]. Considering the prag-
matic importance of prakriti in patient care, it would be 
important to understand the concept of prakriti as is 
perceived in Ayurveda and to see as to how this is being 
proposed for its utilization in patient care. It would be 
of further importance to see if a Prakriti analysis could 
be used as a dependable tool for evidence-based deci-
sion making in Ayurvedic clinical practice.

7.2.1  Concept of Prakriti in Ayurveda:  
The Empirical Basis

Among us, we find people with variable physical, men-
tal, and spiritual capabilities and also with variable dis-
ease susceptibility and tolerance. Why are we all not 
alike? Ayurveda is the first science which has identified 
these subtle intraspecific differences among the human 
beings and also brought about a far- sighted application 
of this difference into medicine. An individual consti-
tutional specificity is called prakriti in Ayurveda. A 
germplasm derivation (beej) of the parent is hypothe-
sized as the primary determinant of qualitative and 
physical specification in an individual. An environmen-
tal and dietary influence upon growing fetus through 
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maternal life style is also proposed to affect net prakriti 
determination [23, 28] By a germplasm specification, 
ayurveda actually proposes to identify the predomi-
nance of biohumors (dosha) in developing fetus, which 
are held responsible for specific physiological and met-
abolic functions of the body. Therefore, prakriti of a 
child is conceived to be determined by the actual dosha, 
which is predominant in germplasm at the time of con-
ception [23]. With this elaboration, prakriti appears to 
be the sum of inheritance in an individual primarily 
through parental genes and partially through the inter-
play of environment and maternal diet during the ante-
natal period. Conceptually, prakriti remains unchanged 
throughout the life once it is finally determined. 
Interestingly, the idea of differential gene expression as 
a potential reason for the phenotypical differences 
among the people from the same pedigree has much 
resemblance to the idea of Dosha predominance of 
Ayurveda as a key factor in prakriti determination. It is 
known that despite the similarity of the human genome, 
it is the differential gene expression, which makes a 
phenotypical differentiation among individuals [26].

A prakriti identification is given paramount impor-
tance in Ayurvedic clinical practice primarily for its 
application to Ayurvedic diagnostics, disease manage-
ment, and prognostication of a disease with reference 
to an individual. Additionally, this is also proposed to 
be of help in susceptibility identification of diseases in 
an individual.

As prakriti is primarily conceived as a state of three 
doshas in their differential proportion identical to every 
individual [29], it would be imperative to know as to 
what Ayurveda understands through the concept of tri-
dosha and how they can truly be associated to the con-
cept of prakriti.

7.2.1.1  Conceptual Evolution  
of Fundamentals in Ayurveda

To get a real understanding of the Ayurvedic theory of 
disease and subsequent management, it is important to 
observe them in the spirit of how they have evolved. 
Being a natural science, dictums of Ayurveda have a 
direct observational relationship to nature, how life 
would have evolved on earth, and hence what are the 
components of life? This is the point where Ayurveda 
begins its stipulations. By enriching this thought 
through a physical (five element), biophysical, and 

physiological (tridosha) construction in human beings, 
it tries to understand the cause of health and disease. 
Moreover, by extrapolation of the similar physical and 
biophysical thoughts to naturally available substance, 
Ayurveda tries to find the remedies for any imbalance 
of the body created thereupon leading to disease.

To begin with, Ayurveda by default relies upon cer-
tain postulates, which are primarily rooted in sankhya 
school of eastern philosophy. These are

1. Nonexistence cannot give rise to existence (Na sato 
vidyate bhavo nabhavo vidyate satah) [13].

2. Life is a process of becoming visible (vyakta) from 
invisible (avyakta) interspersed with many interme-
diary stages.

Ayurveda identifies the eternal availability of basic life 
building blocks in the universe with a condition that 
beginning of life process is subject to the availability of 
optimal conditions (that is how, despite the eternal 
availability of the basic material, the life process on 
earth could begin only a few billion years ago). Primitive 
earth was proposed to be composed of three primary 
properties (triguna) namely sata, raja, and tama. Sata 
here symbolizes the energy needed for creation, raja 
symbolizes the movements responsible for aggregation 
or segregation reactions leading to the creation of com-
plex molecules, and tama finally symbolized physical 
material. A reorganization of tama under the influence 
of raja and sata is proposed to be a process, which 
finally led to origin of life in due course of time.

After passing through many invisible stages charac-
terized by the formation of five elements from primitive 
inert material through a differential combination and 
condensation first into tanmatra (smallest possible com-
ponent of pancha bhuta which has its property but is not 
physically visible) and then into panchabhuta, the visi-
ble stage of life began through the formation of pancha 
maha bhuta (Pancha = five, Maha = big, Bhuta = primi-
tive form or elements namely akasha (void), vayu (air), 
agni (fire), jala (water) and prithvi (earth)) as the con-
densation and combination products of five elements. 
Ayurvedic version of the formation of life states for 
many intermediary stages before the physically visible 
substance is available in the form of Mahabhuta. Modern 
science supports these postulates by observing that a 
differential combination of formative particles (electron, 
proton, and neutron) can evolve different atoms, ele-
ments, and compounds under suitable conditions. If 
we reduce a matter into its formative components, we 
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would essentially be getting the elements which are 
essentially similar in every substance and only differing 
in their quantitative ratio. Ayurveda paraphrases this 
truth by postulating that every matter available on the 
earth is composed of five elements (sarvam dravyam hi 
panch-bhautikam) and it is their differential ratio, which 
brings about the differences among individuals.

It is equally important to reemphasize here that 
pancha-mahabhuta as proposed in Ayurveda are not 
the primary constructs and instead are the condensa-
tion product of pancha-bhuta which in turn are the 
combination of pancha-tanmatras with a differential 
representation of each of the five tanmatra to a single 
bhuta. As a consequence, every living structure comes 
to be an amalgamation of five mahabhuta which them-
selves are a combination pancha tanmatras. This is 
how we get a complex mixture of feature in every liv-
ing being which ipso facto represents the predomi-
nance of their formative substances [30].

It is the harmonic balance of these panchamahab-
huta in a living body which is held responsible for the 
state of health, and hence every health care interven-
tion as is perceived in Ayurveda is focused toward the 
ultimate goal of restoring the lost balance of pan-
chamahabhuta in an individual.

As a disease per se is proposed to be the manifesta-
tion of the lost balance of panchamahabhuta in a living 
body, for a health care intervention, it is imperative to 
know precisely about the qualitative and quantitative 
imbalances occurring among various mahabhuta within 
the body.

Theory of tridosha intercepts here as the biological 
application to the theory of mahabhuta. Tridosha 
(Vata, Pitta, and Kapha) for instance, symbolize the 
physico-biological properties among living beings 
made of various combinations of pancha mahabhuta. 
Tridosha, hereby, represents the physiological func-
tions in a living body, which ipso facto are the function 
of the component material of the same. Individual 
grouping of vata, pitta, and kapha among tridosha is 
primarily the categorization of physiological functions 
with reference to their elemental predominance. A 
functional enquiry, thereby is adopted as a tool in 
Ayurveda to acquire knowledge about deficits or excess 
of some of the component material of a living body 
which in turn is leading to a disease and whose restora-
tion is required to bring back the healthy state.

Through preceding parts of our discussion in this 
chapter we come to know about the generalization of 

the Ayurvedic theory of panchamahabhuta which is 
said to be applicable to every living and nonliving being 
of the universe alike [31]. Interestingly, this generaliza-
tion has given way to the foundation of another impor-
tant theorem of Ayurveda saying that every substance 
available in this world is having a potential to be used 
as a medicine (nanaushadhibhutam jagat kinchit) [32]. 
It is again the panchabhautic composition of various 
natural substances, which proffer them to be used as 
medicine in order of their predominance and applica-
bility to various disease conditions.

7.2.1.2  Prakriti: The Proto Typical Composition

Literally, prakriti symbolizes more than a single mean-
ing. Conventionally, this is used synonymously to 
nature. From preliminary understanding of Ayurveda, 
this is supposed to be a representation of individual 
physical and mental characteristics, which are grouped 
in order of the predominance of dosha in an individual. 
Either of these inferences, however, does not represent 
the concept of prakriti in toto. Prakriti (pra = primary 
or first, kriti = creation) ideally stands for a primary 
creation or prototype. This prototype here refers to the 
primary compositional subtyping of a living being at 
the time it was born. This subtyping of composition is 
different in different people as per the actual ratio of the 
formative components in their body. Remaining in this 
naïve state of originality is being healthy as Ayurveda 
identifies. Essentially, in a bid to maintain its original 
existence, a living being continuously interacts between 
oneself (microcosm) and environment (macrocosm). 
This interaction is essentially driven toward the ulti-
mate goal of maintaining the prototypical composition. 
Hence, in a broader sense, a disease is the state where 
the inherent mechanism of prakriti maintainance fails. 
This failure, in turn gives way to interactions unfavor-
ing the prakriti sustenance and finally giving rise to the 
features which are not consistent to the ingenious 
prakriti of a given individual. These features are noth-
ing but the morbid feature explaining the underlying 
malfunctioning of the system maintenance.

Incidently, vikriti (vi= special, kriti = creation), the 
antonym to prakriti is conventionally used in ayurveda 
to symbolize the pathological conditions. In a broader 
sense, however, it simply represents the state where a 
prakriti maintenance failed and led to the state which is 
not indigenous. The duo of prakriti and vikriti in 
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Ayurveda are used with a wider reference and has prac-
tical applications in the identification of the ideal health 
conditions and their deviations leading to diseases.

Prakriti, for practical purposes, can be quantified 
through the measurement of dosa activity in body, 
which in turn is the functional representation of the 
differential combination of five elements. Prakriti is 
also considered as an inheritable feature but is simulta-
neously said to be influenced by the intimate environ-
ment and the diet of the mother during the intrauterine 
phase. Being an inherent feature, it is proposed that we 
get borne with a predetermined prakriti. This is why 
we are able to find some obvious differences in the 
appearance and behavior of newborn babies who have 
not yet interacted with the environment. Tracing the 
origin of prakriti to its panchbhautic ancestry defines 
certain patterns of their combinations. For practical 
purposes of Ayurvedic diagnostics, these patterns of 
prakriti are identified as seven subtypes representing 
specific dosha predominance in each type. A subtyp-
ing with reference to three dosha namely vata, pitta, 
and kapha can be identified as under.

One •	 dosha predominance –identified as vata, pitta, 
and kapha predominant prakriti.
Two •	 dosha predominance – identified as a dual 
combination of dosha in order of their predomi-
nance such as vata-pitta, vata-kapha, and pitta-
kapha.
Three •	 dosha predominance – refers to an equi-state 
representation of each dosha.

For all practical purposes of acquiring health and to 
remain healthy, the golden rule of Ayurveda is to stick 
to the original prototypical features and to avoid the 
activities coming against this basic composition. This 
is how Ayurvedic health care philosophy seems revolv-
ing around disease prevention through the avoidance 
of aggravating factors and health maintenance through 
the observation of health promotive practices aiming 
to maintain one’s doshik equilibrium intact.

7.2.1.3  Linking Prakriti with Tridosha: 
Understanding Ayurvedic Physiology

In preceding parts of our discussion (Sect. 7.2.1.1) we 
realized that Ayurveda developed most of its principles 
in accordance with the practical needs of understand-
ing human physiology and function. Tridosha theory 

similarly is developed as a tool first to identify and then 
to quantify the grade of pathology and the consequent 
need of health care interventions. We have perceived 
through Ayurvedic fundamentals that consequent to 
the process of evolution of nonliving or living beings in 
the universe, we all get organized as a composite of 
panchamahabhuta, though in variable order and 
amount, leading to differences among apparently simi-
lar or dissimilar things.

In a living being, a compositional enquiry can be 
made through the observation of functions. Considering 
the function as a direct representative to its composi-
tional integrity, a functional enquiry is hence observed 
as a more practical approach in Ayurvedic diagnostics.

For any living system, ability to interact constantly 
with the environment with an intention to keep its integ-
rity maintained is of prime concern. Three basic func-
tions are presumed to be fundamental for a living system 
[5]. These are input–output, throughput (turn over), and 
storage. These functions of an open system have a strik-
ing resemblance to the function of vata, pitta, and kapha 
respectively. Interestingly, the functions of vata, pitta, 
and kapha can be dissected as the embodiment of pan-
chamahabhuta grouped as per their functional attributes. 
Vata principally represents movements, which in turn is 
the function of akasha and vayu. Pitta principally repre-
sents the turnover, dissociation or disintegration, which 
in turn is the function of Agni, and finally kapha princi-
pally represents synthesis and storage, which in turn is 
the function of jala and prithvi (Table 7.1).

A theory of tridosha, thereby, seems to be the 
physiological application of the theory of panchama-
habhuta where a compositional enquiry can be made 
by the observation of functions, and a judgment about 
compositional imbalance can be made through the 
malfunction of the system. Because of their potential 
to represent compositional specificity, a dosha activ-
ity observation in healthy state in a person can give 
us an idea about its normal panchabhautic status i.e., 
prakriti. This is how a judgment about prakriti can 
be made through the observation of biological func-
tions in a healthy person.

Predominant Mahabhuta Representative Dosha

Akash + Vayu Vata

Agni Pitta

Jala + Prithvi Kapha

Table 7.1 Panchamahabhuta roots to Tridosha
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Incidentally, it should also be known that every 
single voluntary act of human being, every single inter-
action with environment, and every edible has also 
been defined for their possible effects upon the panch-
bhautic composition of an individual. It is in this pur-
view, the dietary or voluntary recommendations are 
made in Ayurveda for their possible role in health 
maintenance or in disease management.

7.3  Evidence Basis to Prakriti:  
The Scientific Correlates

Prakriti in Ayurveda is essentially explained in terms 
of relative dosha activity. Dosha, in light of the preced-
ing discussions, can well be considered as the physio-
logical extension to panchmahabhuta theory. This 
ingenious hypothesis of Ayurveda helps to understand 
the process of disease and health within the limited 
knowledge resources available in nature.

Being an identical reflection to functioning dosha, 
prakriti is supposed to represent physical, mental, and 
physiological specifications in any individual. On the 
other hand, dosha and hence the function of the body 
is proposed to be the reflection of prakriti.

An individual prakriti finally manifests through a 
mechanism involving an interplay of inherited princi-
ples, environment, maternal dietary factors, and age of 
the mother at the time of conception and the same in 
turn is reflected through physical and physiological 
features of the newborn.

It can be hypothesized that possibly the panchbhau-
tic composition and hence the corresponding dosha 
activities are resumed at the earliest stages of fetal 
growth (from the status of zygote formation itself). 
This in turn can affect the fetal growth through the pro-
cess of cell differentiation determining the physical 
and functional fate of a cell, tissue, or organ in indi-
vidual body. Surprisingly, this hypothesis seems simi-
lar to the idea of differential gene expression in living 
cells, which possibly explains to the different fate of 
cells under the influence of signals leading to the dif-
ferential expression of genes finally leading to the cor-
responding activation of mRNA and the production of 
resultant proteins [2].

Every living cell of an organism is known to be com-
posed of a complete set of substances required to form 
an entire new organism. This phenomenon is called 

totipotencey. What a cell will become in the course of 
normal development depends upon the determination 
of different cell types (cell fates), which operates 
through a progressive restriction to their developmental 
potentials. When a cell chooses a particular fate, it is 
said to be determined, although it still looks similar to 
its undetermined neighbors. Determination implies a 
stable change, as the fate of determined cells does not 
change. It is possibly at this stage that the prakriti of an 
individual is finally determined. Differentiation follows 
determination, as the cell now undergoes a cell-specific 
developmental program.

7.3.1  Mechanism of Prakriti 
Determination Through  
Cellular Differentiation

How does a cell become different from its parent cell? 
How do two identical daughter cells become different 
from one another? How might one daughter cell 
become a neuron, while the other daughter cell becomes 
a skin cell? A prakriti differentiation among individu-
als and siblings can aptly be defined through this pri-
mary cellular mechanism of cell differentiation. In 
some cases, determination results from the asymmetric 
segregation of cellular determinants. However, in most 
cases, determination is the result of inductive signaling 
between cells.

Asymmetric segregation of cellular determinants is 
based on the asymmetric localization of cytoplasmic 
molecules (usually proteins or mRNAs) within a cell 
before it divides. During cell division, one daughter cell 
receives most or all of the localized molecules, while 
the other daughter cell receives less (or none) of these 
molecules. This result in two different daughter cells, 
which then take on different cell fates based on differ-
ences in gene expression. The localized cytoplasmic 
determinants are often mRNAs encoding transcription 
factors, or the transcription factors themselves. Unequal 
segregation of cellular determinants is observed during 
early development of the C. elegans and Drosophila 
embryos. From Ayurvedic perspective proposing for a 
five elemental composition to every living cell, this 
could be the differential distribution of these formative 
elements among daughter cells leading to their differ-
ential fate through variable dosha activity resulting 
through the differential gene expression.
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The prakriti is conceived to be decided at cell deter-
mination stage when this is no more changeable. 
Further to the determination, at the stage of differentia-
tion, it is possibly the elemental predominance, which 
acts as the signal to differential expression of genes 
and hence making a path to the morphological and 
function differentiation of the cells. Without any con-
vincing data to support with, panchamahabhuta theory 
of Ayurveda seems to operate at a level deeper than 
differential gene expressions. It tries to underline the 
various reasons, which may possibly act as the signals 
to make a cell differentiated. These signals can aptly 
be called as panchbhut in Ayurveda, and a prakriti may 
be proposed as a net characterization of determined 
cells, which are differentiated gradually to express 
them morphologically and functionally in course of 
their development.

7.3.2  Mechanism of Cell Differentiation: 
Ayurvedic View

Ayurveda prima-facie considers the maternal (matraja 
bhava), paternal (pitraja bhava) inheritance and mater-
nal dietary influence (rasaj bhava) as responsible for 
distinctive features in every fetus [12]. These influenc-
ing factors with reference to the prakriti determination 
may act via signals which either operate through a dif-
ferential elemental distribution or support to a particu-
lar element group. Ayurveda proposes an elemental 
predominance representation through the physical, 
physiological, and mental features attributed to the cor-
responding element [33]. Following is a summary of 

Ayurvedic perception of how panchabhuta are repre-
sented phenotypically in growing fetus and how they 
are responsible for bringing specific features to grow-
ing fetus (Table 7.2).

It is proposed that panchamahabhuta are responsi-
ble for the arousal of specific perceptions and corre-
sponding sense organs in the body. Apart from physical 
specifications as softness, roughness, physical dimen-
sions, toughness, and gross appearance, they are also 
responsible for some specific physiological and mental 
functions.

7.3.3  Evidences from  
the Genomic Studies

Because of its invasion into almost every theoretical and 
practical aspect of Ayurveda, prakriti fundamentally and 
dosha as its applied extension, presented themselves as 
the central dogma of Ayurveda. Fascinated by its possi-
ble application to Ayurvedic diagnostics and for its being 
as an evidence to help decision making for personalized 
treatment, it has recently evoked the scientific commu-
nity to look at the issue in their own perspectives [9]. It 
was vividly approached to see if the prakriti has a 
genomic basis [12, 35]. In a meticulous approach to 
quantify tridosha through biostatistical methods, Joshi 
[7] succeeded to conclude that tridosha has a concrete 
empirical basis which can be utilized for its scientific 
establishment. Inspired by the initial findings of 
Patwardhan [12] showing a positive correlation between 
different prakriti and HLA alleles, an intense brain-
storming among biologists ensued and resulted 

Elements Physical feature Physiological feature Mental feature

Akasha Ear, small ness, fine ness Acoustic capacity Capacity to distinguish between 
right and wrong (vivek)

Vayu Skin, gross and subtle movements, 
dryness

Touch perception, circulation, 
internal movements

Impulse generation, motivation

Agni Appearance, eyes Warmth, digestion, metabolism, 
vision

Objective perception

Jala Tongue, softness and suppleness, 
oilyness

Taste perception Flexibility

Prithvi Nose, physical strength, heaviness, 
toughness

Olfactory perception Rigidity

Table 7.2 Phenotypical representation of panchbhautic predominance
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in coinage of a term Ayurvedic biology [36] as a bid to 
differentiate Ayurvedic understanding of health and dis-
ease from that of conventional biology. Clearly under-
pinning the importance of prakriti to Ayurvedic 
understanding, Valiathan, the proponent of Ayurvedic 
biology, stated, “Since innate disposition determines the 
manifestation of disease and individual response to treat-
ment, one of the first things a physician does is to deter-
mine the prakriti of his patient. This is necessary to 
personalize the treatment in accordance to the basic prin-
ciples of Ayurveda. It is clearly suggested that dosa 
prakriti represents phenotypes” [36]. These initial 
visions and subsequent efforts by Indian academy of sci-
ence (IAS) and Indian National Science Academy 
(INSA) provoked the Government of India to launch an 
innovative project intended to make genomic variation 
analysis and gene expression profiling of human dosha 
prakriti based on the principles of Ayurveda. Con-
sequential to the approaches made to define Ayurvedic 
genomics [11, 12], a further advancement is made by the 
identification of biochemical correlates and whole 
genome expression to the extreme constitutional types as 
described in Ayurveda [15]. This landmark study inter-
estingly was able to reveal differences at gene expression 
level, biochemical level, and also genomic level in dif-
ferent phenotypic groups as per the Ayurvedic classifica-
tion. Differential gene expression is possibly the concept, 
which looks more appealing with reference to prakriti as 
it permits various internal and external factors to operate 
at different levels to make a final cumulative conglom-
eration of features in the form of phenotype. Some 
approaches have recently been made to identify the role 
of various signals in differential gene expression during 
the developmental phases. It was noted in these studies 
that specific signals were able to produce specific gene 
expressions determining the physiological fate of the 
cell line [24]. This is again in accordance with the funda-
mentals of prakriti, which repeatedly says that various 
factors operating at the time of conception and also dur-
ing the developmental phase of the fetus finally deter-
mine the prakriti of an individual.

It would be of interest to note that the concept of 
prakriti is luring scientists for its novelty since long. 
Almost a decade back, it was seriously thought as an 
important factor determining the final outcome of any 
therapeutic intervention in a given population. Dah-
anukar and Thatte [1] in a revealing study were able to 
correlate the therapeutic outcomes with phenotypical 
specifications as described in Ayurveda [1]. Incidentally, 

it can also be noted that similar phenotype-response 
correlation studies are usually done in almost every 
postgraduate research work conducted so far at various 
Ayurvedic institutes in India [19].

7.4  Clinical Application of Prakriti 
Identification: Translating  
Theory into Practice

Prakriti typology is finally determined as per the dif-
ferential distribution of three dosha in an individual.  
A unilevel increase of dosha is called mono-doshic 
prakriti, which in turn can be vata, pitta, or kapha pre-
dominant respectively. An exigency of any two dosha 
among the three is called bidoshik (dvandaja) prakriti. 
There can be three such combinations including vata-
pitta, vata–kapha, and pitta-kapha among this cate-
gory of prakriti. Finally, a homogenous distribution of 
three dosha in an individual forms another category 
called as homogenous constitution (sam prakriti) 
(Fig. 7.1). Sam prakriti representing a homogenous 
distribution of dosha is considered as an ideal prakriti 
because of its proximity to health owing to the balance 
of physiological activities consequential to a dosha 
balance there in .In real clinical situation, however, this 
is a rarity and a heterogeneous distribution of dosha is 
commonly observed. Interestingly, a heterogeneous 
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distribution of dosha is marked in ayurveda for its dis-
ease proneness consequential to its association with 
particular dosha and simultaneous dissociation with 
others. Among many possible variables of heteroge-
neous prakriti, a single dosha predominance prakriti is 
further identified as sadatura (ever sick people) for its 
exceeding proneness and quick adherence toward dis-
eases. It is conventionally belived that the people with 
a specific dosha predominance have an increased pre-
ponderance of suffering the disease due to the same 
dosha if there are discrepancies in diet and routine 
favoring the exigency of the same. Similarly, as an 
important health promotive measure,they are advised 
to go for a balanced diet with special care to not exceed 
the factors which may lead to an excess of the pre-
dominant dosha in their prakriti.

Prakriti identification, besides its role in the identi-
fication of the disease susceptibility, has also been 
identified as a key factor in the prognostication of  
a disease. Coneventionally, a disease where the caus-
ative dosha is found similar to that of primary constitu-
tion of the patient is presumed to be difficult to treat. 
Conversely, an antagonizing combination of the two is 
proposed as an indicator to a fair to good prognosis.

It is a known fact that a drug does not lead to similar 
effects upon its every recipient. These variations of drug 
effect among individuals are primarily due to the phar-
macodynamic differences among individuals getting 
reflected through variable handling of the drug by their 
own biological system. Prakriti of an individual again 
intercepts at this point by determining as to what would 
be the possible impact of a drug in a given individual. It 
is interesting to note that the adversities of a drug are 
more common in people where the properties of a drug 
are similar to that of the patient prakriti. A pitta prakriti 
person, for example may be more prone for the adversity 
from a drug which is having pitta augmentive property. 
Individual drug sensitivities and adversities are tried to 
be explained in this connotation of Ayurveda [16, 21].

Despite its seemingly promising implications upon 
clinical practice, a serious attempt to bring prakriti 
examination in routine medical practice has sparingly 
been attempted. A definitive role of prakriti to the prev-
alence and prognosis of rheumatoid arthritis( RA) was 
identified in 2001 by Rastogi et al. [19].This report 
identified a vata-pitta constitutional subtype as more 
prone yet fairly treatable fraction among the RA popu-
lation. RA was found to be less severely manifested in 
this population subgroup. Conversly, a vata–kapha 

subgroup of RA population is found to be worst hit 
owing to its severe presentation leading to a bad prog-
nosis. A similar approach was applied recently in a 
clinical trial upon lymphatic filariasis treated with an 
ayurvedic traditional herbal formulation (ATF) [10].  
A prakriti examination was done here to exclude the 
patients in whom the components of the treatment were 
presumed to be contraindicated on classical grounds. A 
dosha explanation about the disease and its linkage to 
the patient’s prakriti is approached in many isolated 
cases where successful management of a difficult dis-
ease is attributed to the customized ayurvedic therapy 
in accordance with this identification [17, 20, 22].

7.4.1  Approaching Prakriti  
Identification in Clinic:  
Where is the Tool of Practice?

Preliminary clinical studies directed toward the identi-
fication of the role of prakriti in customized disease 
prevention and management and its corresponding 
genomic exploration is tempting enough to bring 
prakriti analysis as a requisite tool of evidence genera-
tion in Ayurvedic clinic. To reach at this ultimate goal, 
initially we require more data toward its conventional 
applicability. Following a substantial data generation 
of this account, we need to develop and standardize a 
tool which can universally be applied for prakriti anal-
ysis in Ayurvedic clinics. Once this tool is developed 
and tested statistically for it applicability, validity and 
significance, this can be universally applied as a tool of 
evidence generation for the decision making. As 
prakriti is a culmination of dosha preponderance, it is 
reflected through the physical, physiological, and psy-
chological features specific to the respective dosha.  
Classical texts of Ayurveda have gone in length to 
bring out a handy description of readily identifiable 
prakriti features for their presence or absence and a 
consequent prakriti analysis in an individual (Table 7.3). 
In routine Ayurvedic clinics, conventionally, it is the 
subjective approach of Ayurvedic physician which 
makes a judgment about patient’s prakriti during his 
routine clinical examination with reference to the clas-
sical descriptions of prakriti features. For ease of the 
application and documentation, this approach was 
gradually shifted into a semi-objective, questionnaire-
based model where individual features pertaining to  
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a specific dosha were identified in a print format for 
their presence or absence in any individual. For prakriti 
diagnosis, a mix of these two approaches can be seen 
in concurrent Ayurvedic practice.

A questionnaire based model seems to be a more 
objective, handy, and reproducible tool for making a 
prakriti diagnosis in routine Ayurvedic clinic. Making 
of a standardized format of the questionnaire for an 
unambiguous diagnosis of prakriti, however, is another 
lacuna which needs to be addressed before the practical 
application of this tool can be expedited. Various ambi-
guities can be identified among prakriti analysis ques-
tionnaire models used so far in practice or research.

Identififying the patient’s categorical (physical, 
physiological, and mental) features first and then to 
transpolate them upon the individual dosha preponder-
ance is the prospective approach of diagnosing prakriti. 
In routine clinical practice, some easily identifiable pre-
senting features from different categories are identified 
as principle variables. These features are then graded for 
their affinity toward any of the three dosha. Finally, a 
screening of total responses is made which gives a 
cumulative idea of the possible predominant dosha rep-
resenting prakriti. In this prospective exercise, however, 
a questionnaire is expected to give false positive results 
for some dosha group, where the responses are applied 
upon variables because of a compulsive grading.

A thorough search through classical ayurvedic lit-
erature identifies that the categorical features which 
are defined in relation to their affinity for one specific 
dosha may not necessarily be applicable to other group 
of dosha. These variables may either be common and 
varying only in their grade to define a dosha affinity or 
can be an altogether different variable specific to one 
dosha and nonavailable to the other dosha. It is for this 
reason that a compulsive search for one among the 
three dosha through a process of grade variation with 
reference to every variable identified essentially has a 
possibility to lead to incorrect results. Pitta for instance 
being moderate in its physical presentation and also 
for few of its unique features not available to vata and 
kapha, has the highest possibility for being presented 
as false positive. On the other hand, vata and kapha 
share many variables which differ only in grade to 
define a dosha affinity. This possibility of false posi-
tive inferences favoring pitta in prakriti diagnosis 
using the conventional tools is also supported through 
the prakriti distribution pattern among the studied 
population in few of the recent studies [12].

7.4.2  Diagnosing Prakriti:  
The Retrospective Approach

Against the currently utilized prospective model for 
prakriti diagnosis, a retrospective approach promises 
for more. The latter model primarily proposes for the 
recognition of dosha through their distinguishing fea-
tures followed by a search for their presence in a patient 
through a closed ended binomial (yes/no) questionnaire. 
Eventually, this model offers an equal opportunity for a 
symptom to be completely refused or accepted if it does 
not or does have a resemblance to the individual presen-
tation. The retrospective approach is advantageous to 
prospective approach on two important grounds. First, 
it offers a clear choice for the specific features and so 
selection is relatively straight forward. Second, it also 
offers a liberty to refuse a feature if the same is not 
applicable in individual conditions. Both of these fac-
tors can significantly lower the possibility of symptom 
overlap and compulsive reporting which is an inherent 
feature of the prospective approach. Moreover, the ret-
rospective approach also offers a direct linking of dosha 
guna (characteristics) to that of their physical manifes-
tation. In this way, in case of any predominance for 
some specific dosha, it is also possible to visualize what 
basic components of dosha are responsible for its pre-
dominance, and consequently a preventive strategy can 
be planned in accordance. While describing the identi-
fying features for different prakriti, Charaka has clearly 
identified different components of dosha which are 
actually leading to their manifestations (Table 7.3). It is 
important to mark that making a prakriti diagnosis 
through retrospective way not only gives us an idea of 
what is the predominant dosha, but also essentially enu-
merates the actual factors leading to this manifestation.

Considering the limitation of previous approaches, 
a novel prototype tool for prakriti diagnosis has been 
proposed with an address to the standardization issue 
[18]. By considering the classical description of 
prakriti based upon each component of individual 
type, a model was prepared primarily to look into the 
presence or absence of some feature in some individ-
ual. To find a numerical value to the responses and so 
to get a cumulative idea of the ratio of dosha features 
present, each set and subset of a feature was provided 
with a numerical value to make a cumulative sum equal 
in every individual dosha (Table 7.4). A liberty to 
accept or reject any feature here eliminated the 
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Genotype Phenotype

Kapha

Snigdha Oily body

Shlakshna Smooth body

Mridu Soft texture
Fair complexion
Good looking face features

Madhur Good sexual induration
More offspring
Increased amount of semen

Sara Compact body

Sandra Well-formed body parts (proportionate)
Well-nourished body parts

Manda Slow physical movements
Slow conversation
Slow eating

Staimitya Delayed (well thought) beginning of actions
Cool temperament

Guru Slow walking speed

Sheeta Less appetite
Less thirst
Less sweating
Less prone to heat-induced discomforts

Picchila Compact joints (not prominent)

Accha Pleasing face
Pleasing complexion
Pleasing voice

Pitta

Ushna Intolerant to heat
Soft textured
Fair complexion
Increased presence of moles
Good appetite
Good thirst
Premature graying and fall of hair

Tikshna Voracious eater and drinker (eat good quantity in a time)
Good digestive capability
Sharp reacting, argumentative
Intolerant to discomforts

Drava Lax and soft flesh and joints
Profuse sweat, urine, and stool formation

Visra Increased and bad odor from armpit, head, and body

Katu Less sexual induration
Less no. of children
Less amount of semen

Amla Less sexual induration
Less no. of children
Less amount of semen

Table 7.3 Dosha guna (genotype) and their manifestation (phenotype)
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Table 7.3 (continued)

Genotype Phenotype

Vata

Ruksha Dry body
Poorly formed and poorly nourished body
Dry, poor, interrupted, and unpleasant voice
Reduced sleep

Laghu Quick but incoherent movements
Quick but incoherent appetite
Quick but incoherent speech

Chala Unstable joints and body parts (moves them while sitting)

Bahu Increased number of visible tendons and veins on extremities
Over talkative

Shighra Quick indulgence in some activity
Increased amount of anxiety
Quick reactions in the form of attachment, detachment, or fearfulness
Quick understanding and grasping
Less memory

Sheet Intolerant to cold (does not like)
Prone to cold-induced ailments (common cold, URTI)

Parush Rough hair, nail, body, foot, and hand

Vishad Prominent body parts (as joints)
Crepitus in joints while moving

(continued)

Table 7.4 Prototype prakriti analysis questionnaires (PAQ)

Genotype Phenotype Yes/No( scores)

Kapha trait

Snigdha Oily skin (scratch the mid flexor aspect of right forearm with some blunt object.  
If mark is visible, it is dry, if not it is oily)

60

Slakshna Smooth skin 60

Mridu Less tolerant to difficulties
Fair complexion
Good looking face features

20
20
20

Madhura Good sexual indurationb

More offspring (0–1 = no, 2 or more = yes, including abortions or still birth)
30
30

Sara Compact muscular bodyc

Stable body(almost consistent body weight)
30
30

Sandra Well formed, proportionate body parts
Well-nourished body parts

30
30

Manda Slow physical movements
Slow conversation
Slow eating

20
20
20

Staimitya Delayed (well thought) beginning of actions
Cool temperament (less anxiety)

30
30

Guru Slow walking speed 60
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Table 7.4 (continued)

Genotype Phenotype Yes/No( scores)

Sheeta Less appetite
Less thirst
Less sweating
Tolerant to heat

15
15
15
15

Picchila Compact joints (not prominent) 60

Accha Pleasing face
Pleasing complexion
Pleasing voice

20
20
20

Total scored

Pitta trait

Ushna Intolerant to heat
Soft textured
Fair complexion
Increased presence of moles
Good appetite and thirst
Premature graying and fall of hair

15
15
15
15
15
15

Tikshna Voracious eater (eat good quantity in a time)
Voracious drinker (drink good quantity in a time)
Good digestive capability
Sharp reacting, argumentative
Intolerant to discomforts

18
18
18
18
18

Drava Lax and soft flesh and joints
Profuse sweat, urine, and stool formation

45
45

Visra Increased and bad odor from armpit, head, and body 90

Katua Less sexual indurationb

Less no. of children (0–1 = Yes, 2 or more = No, including abortions or still birth)
45
45

Amlaa Less sexual indurationb

Less no. of children (0–1 = Yes, 2 or more = No, including abortions or still birth)
45
45

Total scored

Vata trait

Ruksha Dry skin
Poorly formed and poorly nourished body
Dry, poor, interrupted, and unpleasant voice
Reduced sleep

30
30
30
30

Laghu Quick but incoherent movements
Quick but incoherent appetite
Quick but incoherent speech

40
40
40

Chala Unstable joints and body parts (moves them while sitting) 120

Bahu Increased number of visible tendons and veins on extremities
Over talkative

60
60

Shighra Quick indulgence in some activity
Increased amount of anxiety
Quick reactions in the form of attachment, detachment
Fearfulness or timidness
Quick understanding and grasping
Less memory

20
20
20
20
20
20
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Table 7.4 (continued)

Genotype Phenotype Yes/No( scores)

Sheet Intolerant to cold (does not like)
Prone to cold-induced ailments (Common cold, URTI)

60
60

Parush Rough hair, nail, body, foot, and hand 120

Vishad Prominent body parts (as joints)
Crepitus in joints while moving

60
60

Total scored

a Quantity of semen is deleted as a feature of Madhur (Kapha), Katu, and Amla (Pitta) properties because of its inability to be identi-
fied precisely in males and inapplicability to females

bThese features are specific to married people. For unmarried people alternative questions are to be framed
cPhysical features like compact body and musculature are to be judged in accordance with the gender and geographical standards
d Total score is 960 for each Dosha. Individual scores are calculated as per the responses, and then predominance may be 
determined

problem of compulsive responding and consequent 
false positive or negative inference in favor of or 
against some particular dosha. This tool is further pro-
posed to be verified through testing of its verifiable 
features and also through reliability testing as are 
applicable in the statistical testing of questionnaire-
based tools.

7.5  Conclusion: Steps Ahead Toward  
an Evidence-Based Ayurveda

After getting a preliminary acquaintance with Ayurvedic 
fundamentals and also their possible scientific corre-
lates, more comprehensive and conclusive studies 
require to be planned for underpinning any possible 
application of prakriti to routine clinical practice. The 
empirical conceptualization of prakriti, supported 
through biochemical and genomic studies, can prove to 
be of value in customization of therapy as per the actual 
need of the individual. Much of the drug associated 
adversities can be prevented through the application of 
prakriti in the identification of possible drug sensitivity 
in an individual. A biochemical understanding of 
prakriti can be of value for dose determinations as per 
the individual prakriti. Therefore, a more effective 
management plan simultaneous to minimization of 
dosage in susceptible people can be made by effective 
utilization of prakriti analysis in ayurvedic clinical 
practice. This can also be of value in choosing the right 
medicine for the right person to work in best harmony. 

A disease susceptibility prediction among individuals 
could be among few of the most fascinating applica-
tions of prakriti identification for allowing a targeted 
prevention before a disease actually surfaces.

Cells of a multicellular organism are genetically 
homogeneous but structurally and functionally hetero-
geneous owing to the differential expression of genes. 
Many of these differences in gene expression arise 
during development and are subsequently retained 
through mitosis. Stable alterations of this kind are said 
to be epigenetic, because they are heritable in the short 
term, but do not involve mutations of the DNA itself. 
Research over the past few years has focused on two 
molecular mechanisms that mediate epigenetic phe-
nomena: DNA methylation and histone modifications. 
Epigenetic effects by means of DNA methylation have 
an important role in development, but can also arise 
stochastically as animal age. Identification of proteins 
that mediate these effects has provided insight into this 
complex process and diseases that occur when it is per-
turbed. External influences on epigenetic processes are 
seen in the effects of diet on long-term diseases such as 
cancer. Thus, epigenetic mechanisms seem to allow an 
organism to respond to the environment through 
changes in gene expression. The extent to which envi-
ronmental effects can provoke epigenetic responses 
represents an exciting area of future research [6]. 
Epigenetic studies can find a place in identifying the 
possible correlation of prakriti subtypes and dietary or 
environmental factors which are making them suscep-
tible to some specific diseases. All this, however, 
requires a great deal of effort from both extremes of 
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health science, the modern and the occidental, that too 
in a concerted way to reach a point where this can 
become implicated and beneficial to everyone, irre-
spective of their belief, origin, or medical system 
which they trust upon.
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8.1  Introduction

Conventional model for clinical decision making in 
medical practice is based on knowledge acquired from 
traditional medical training, individual’s clinical obser-
vations and experiences, knowledge of pathological 
mechanisms of diseases, and published but not neces-
sarily validated literature [63, 76]. On the other hand, 
evidence-based medicine is the integration of best 
research evidence with clinical expertise and patient 
values in making decisions about the care of individual 
patients [25,191]. Over the last 15 years, the advocacy 
for evidence-based practice has gained significant 

momentum, and there is growing compliance in every 
medical and surgical specialty [134].

In tracking down the best evidence, systematic 
reviews and meta-analysis of critically appraised ran-
domized controlled trials (RCT) offer the highest qual-
ity, and these study designs are being increasingly 
adopted in various fields of medicine. Despite the 
increasing adoption of RCT in other areas of medicine, 
it was stated that RCTs form only 3–9% of clinical 
study design among all specialties of surgery [71, 210, 
212, 213]. The evidence available in oral and maxillo-
facial surgery was particularly found to be relatively 
weak in comparison with other specialties due to the 
limited number of RCTs and meta-analysis of RCTs 
(MA-RCT) [123, 130, 134]. Hence, well-conducted 
RCTs need to be generated on many subjects in oral 
and maxillofacial surgery to further promote evidence-
based research and practice in the field.

The subsequent sections of this chapter contain 
 discussions on evidence in relation to two subject areas 
of oral and maxillofacial surgery, third molar surgery 
and jaw augmentation procedures.

8.2  Evidence-Based Decisions  
in Third Molar Surgery

The impacted mandibular third molar is arguably the 
most widely researched subject in oral surgery. In spite 
of this enormous interest, there is yet to be a conclusive 
consensus on several aspects of the subject. Most pre-
viously published guidelines were based on consensus 
reached among experts at meetings convened by some 
professional associations such as American Association 
of Oral and Maxillofacial surgeons (AAOMS) and 
Scottish Intercollegiate Network (SIGN), or health 
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Core Message

Advocacy for evidence-based clinical deci- ›
sions in oral surgery is gaining momentum, 
but as yet, there are not enough randomized 
clinical trials to support evidences at the high-
est level in many aspects of the field. In this 
chapter, an appraisal of evidences in two 
aspects of oral surgery namely; third molar 
surgery and jaw augmentation is presented.
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care regulatory bodies such as National Institute of 
Health (NIH) and National Institute for Clinical 
Excellence (NICE), etc. Some of the decisions were 
not evidence-based and have generated controversies 
that have lingered over several decades.

In the light of modern practice that emphasizes evi-
dence-based decisions in clinical practice, evidences in 
regard to decisions for or against removal of a mandibu-
lar third molar, radiographic assessment of the third 
molar, assessment of surgical difficulty, prophylactic use 
of antibiotic, control of short-term postoperative morbid-
ity, and prevention of lingual nerve injury are discussed.

8.2.1  Removal of Impacted  
Mandibular Third Molar

It is generally agreed that impacted third molars asso-
ciated with obvious pathology require removal [11, 46, 
137, 168]. The controversy has been about the removal 
of asymptomatic third molars. With the advent of 
sophisticated technology in anesthesia, antibiotics, and 
surgical equipment, there was a corresponding surge in 
the rate of third molar removal [113, 170]. At that time, 
a huge amount of asymptomatic third molars, includ-
ing fully formed teeth, partially formed teeth, and tooth 
germs, were frequently removed [113]. This generated 
concerns among some opinion groups who argued 
against prophylactic removal. Some of the strongest 
arguments proffered are:

1. That an impacted third molar in a young person 
may still change position and some will eventually 
erupt into normal positions [93, 226].

2. The inherent risk of complications in third molar 
surgery is considerable; therefore, it should not be 
embarked upon without a strict indication [88, 106].

3. A huge cost is incurred by patients, government, 
and third party payers due to the removal of 
impacted third molars [30, 31].

On the contrary, proponents of prophylactic removal 
argued that (1) there is a risk of cyst and tumor arising 
from the follicle of an impacted tooth if left in situ [51], 
(2) the risk of surgical complications is higher in the 
older age group [33, 34, 215], (3) there is a risk of late 
anterior crowding [132, 194], and (4) retained impacted 
third molar predisposes to mandibular angle fractures 
[128]. The questions are how many of these arguments 

have been substantiated by research evidence?, and 
what does the currently available evidence favor?

By critical literature reviews and critical appraisal 
of evidence using EVB techniques, it has been shown 
that the risk of pathology (cyst and tumor) in impacted 
mandibular third molar exists, but it is too low to jus-
tify prophylactic removal [216, 224]. Since there is no 
reliable way to predict pathologic changes, continued 
monitoring with periodic clinical and radiographic 
examination was recommended [116]. The likelihood 
of anterior crowding secondary to an impacted third 
molar has been debunked [139, 185, 193]. However, 
there are evidence in support of greater incidence of 
complications in older patients (³25 years) and prone-
ness to mandibular fracture in the presence of an 
impacted third molar which is also age-related [33, 34, 
123, 215]. On the contrary, some authors have reported 
that the retention of an impacted third molar protects 
against mandibular condylar neck fracture [136], 
which is a more difficult fracture to manage compared 
to the angle fracture [1]. The argument that impacted 
third molars do change positions has been verified, but 
this hardly happens beyond age 25 years [93, 226]. A 
small proportion does erupt into proper position in the 
arch, but eruption to the occlusal plane does not guar-
antee proper periodontal support for the maintenance 
of a tooth in good health [226].

It is also true that a huge amount of money is 
expended on third molar surgery, but it is still not clari-
fied how much of this was particularly expended on the 
removal of asymptomatic teeth. Some authors have 
observed that the annual expenditure on third molar 
surgery is still low compared to expenditures on some 
other diseases in same countries [82] and that the eco-
nomic cost of progressive monitoring of an impacted 
third molar is equally enormous [16]. Therefore, it may 
be irrational to deny a patient the opportunity of early 
removal of an impacted tooth because of cost if the ulti-
mate health benefit of the procedure can be justified. 
What then could be a strong justification for the removal 
of asymptomatic impacted mandibular third molar?

By reviewing a wide range of articles including RCT, 
cohort studies, and large scale case-controlled studies 
from various respectable and trustworthy databases 
such as Ovid Medline, PubMed, Google Scholar, and 
the Cochrane Database, a special task force constituted 
by the AAOMS in 2007 highlighted important peri-
odontal considerations in third molar surgery [10]. This 
include the effect of surgery on the distal periodontium 
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of the second molar and the impact of retained third 
molar on the periodontal health and general health sta-
tus of a patient.

The loss of periodontal attachment on the distal 
aspect of the second molar associated with third molar 
surgery was proven and no single surgical approach was 
able to minimize the loss, but potentially successful 
treatment techniques such as root planning and plague 
control, guided tissue regeneration (GTR), and/or use of 
demineralized bone powder (DBP) were identified.

On the other hand, retained impacted third molar 
was associated with greater periodontal disease sever-
ity in the second molar and other posterior teeth with 
progressive loss of attachment and pocket formation. 
The supportive influence of third molars on periodon-
tal microflora, especially putative pathogens, and on 
molecular markers of inflammation was substantially 
established and the positive effect of removal of third 
molar on reduction of periodontal disease severity, 
pathogenic microbial count, and inflammatory media-
tors was as well established.

An important research conducted by Dr. Ray White 
and his team corroborated the implication of retained 
impacted third molar in the etiology and severity of 
periodontal diseases with proven evidence of associa-
tion with systemic consequences such as premature 
delivery, low birth weight, and cardiovascular effects 
[69, 70, 107, 230–232].

In view of the foregoing, the current argument is 
that the concept of prophylactic removal is a misnomer 
[16, 82]. Since, there is established evidence of ongo-
ing periodontal pathology associated with an impacted 
third molar. The absence of clinical symptoms does 
not necessarily rule out pathology, since symptoms 
often arise after the disease has advanced significantly. 
A new concept, “therapeutic removal of asymptomatic 
third molar,” has been suggested [16, 82].

Based on the recent evidence-based research, the 
journal of Oral and maxillofacial surgery proposed the 
following guidelines for the management of asymp-
tomatic third molar [16]:

1. All third molars should be considered for removal 
in young adults in order to mitigate the risks of sys-
temic inflammation and local progression of emer-
gent periodontal disease.

2. Patients who elect to retain their third molars need 
to be monitored for the progression of periodontal 
disease.

3. Patients with retained third molars should be 
informed of research regarding increased risks for 
systemic disease.

It would appear in the light of current evidence that 
most of the traditional arguments in support of prophy-
lactic removal of impacted lower third molars can no 
longer be substantial reasons for removal of asymp-
tomatic impacted lower third molars. However, a new 
perspective is emerging to justify the routine extrac-
tion of this tooth; this is based on the consideration for 
periodontal health and its consequent potential for sys-
temic complications.

A possible guide to treatment decisions is to inform 
every patient with impacted third molars about the 
newly established potential consequences of retained 
impacted third molar and allow patient to participate in 
decision making. Based on this thinking, the conclu-
sions highlighted by JOMS [16] are reasonable. 
However, considering that the well-established sys-
temic complications of periodontitis were related to 
obstetrics patients, further evidence is required to con-
vince that these considerations should not be limited to 
impacted teeth in females.

8.2.2  Imaging Techniques  
in Third Molar Management

Before removing an impacted lower third molar, it is 
always advisable to conduct a thorough radiographic 
evaluation of the tooth. By doing so, a surgeon is able 
to assess the risk of inferior alveolar nerve (IAN) 
injury, determine the potential surgical difficulty, and 
plan appropriate technique for removal.

Dental panoramic tomography (DPT) is the recom-
mended standard [190, 233], where this is not available, 
periapical radiograph (PAR) is used to assess individual 
third molar [6]. The relative merit of the DPT rests in its 
ability to present the radiographic picture of the entire 
jaws in one film, thereby reducing overall radiation dose 
while making comprehensive assessment for risk of 
nerve injury, associated pathology, and difficulty possi-
ble [1, 22]. The demerit has to do with the variable dis-
tortion of images associated with the technique [21].

Some advanced imaging techniques have also been 
used in third molar management. Most important is 
computerized tomography (CT). Others such as digital 
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panoramic radiography [23] and Magnetic resonance 
imaging [156] are less frequently used. The former 
requires more sophisticated technology and is not uni-
versally available, while the latter is applicable only 
for the evaluation of the lingual nerve position and risk 
to injury, but as yet the clinical efficacy is not proven.

CT axial and coronal slices are frequently adequate, 
but 3-D reconstruction offers additional benefits in some 
situations [143]. Special techniques such as volumetric 
CT [175] and tuned aperture computerized tomography 
(TACT) [146] are also employed for their relative advan-
tages. CT is particularly advocated because of its ability 
to better delineate the molar relationship to the inferior 
alveolar neurovascular bundle (IAN) [21, 22]. The 
bucco-lingual relationship of the inferior dental canal to 
the molar roots can be appreciated on axial slices, and 
the three-dimensional morphology of the canal and 
roots is demonstrable with 3-D CT or reformatted axial, 
coronal, and sagittal slices [143]. CT also permits detec-
tion of the intraradicular path of the neurovascular bun-
dle, root angulation, and determination of the actual 
distance between the tooth and IAN canal [143, 170].

In clinical practice, there are other important con-
siderations such as radiation dose exposure, cost, tech-
nicality demands, and relative significance to treatment 
outcome. If scientific evidence does not prove to be a 
practical advantage of an advance imaging technique, 
it may not worth the effort and investment; the simple 
techniques of conventional DPT should be preferred.

There is no substantial evidence in the literature to 
suggest that CT does better than DPT in the assess-
ment of surgical difficulty of impacted third molar and 
detection of pathology associated with the tooth. On 
the other hand, the emphasis of CT has been on its 
relative importance in predicting injury to the IAN.

The radiographic signs on DPT predictive of injury 
to IAN are superimposition of the IAN canal and third 
molar, close relationship between IAN canal and third 
molar roots, loss of the cortical lines of the canal, dark-
ening of the root, narrowing or diversion of the IAN 
canal where it crosses the third molar root, and a dark or 
bifid apex [146, 170]. With a CT scan, the relationship 
of the impacted molar to the IAN canal can be appreci-
ated in more of a life form picture, bucco-lingual and 
apicocoronal [143, 146, 170]. Several prospective exper-
imental studies have been done to assess the sensitivity 
and specificity of DPT in predicting IAN injury based 
on the fore stated criteria [21, 28, 161, 210]. The sensi-
tivity is average, while the specificity is quite high [10]. 

This implies that whenever DPT suggests low risk, the 
predictions are most often correct, but when high risk is 
suggested, the predictions are less often true.

Only one study was found to compare the sensitiv-
ity and specificity of DPT with CT imaging for predic-
tion of IAN injury [175]. The sample was composed of 
subjects referred for CT imaging secondary to detect-
ing high-risk findings on DPT. The specificity and sen-
sitivity were 70 and 63% vs. 93 and 77% for DPT and 
CT, respectively. The study indicated that prediction 
with CT is more likely to be accurate compared to 
DPT, and therefore, justifies request for CT when high-
risk findings are noted on DPT. This will only become 
clinically important if the findings on CT will signifi-
cantly alter the line of management such as abandon-
ing wholesome extraction for coronectomy.

As of today, more investigations are still required to 
better understand and outline the parameters for effec-
tive use of CT imaging in the management of third 
molars [170]. The paucity of thorough randomized 
controlled clinical trials detracts from the strength of 
the current evidence.

8.2.3  Evaluation of Surgical Difficulty

The evaluation of the difficulty inherent in the surgical 
extraction of individual third molar is an important 
objective of preoperative assessment. This is particu-
larly necessary in settings where a third molar removal 
may be carried out by less experienced surgeons and 
modification of treatment plan, technique, and versatil-
ity in the procedure becomes very important. Such is 
the case in teaching hospital settings where junior 
cadre residents may have to handle less difficult cases, 
while difficult cases are left for senior residents, chief 
resident, and attending specialists, or in general dental 
practices where the dentist is less versatile in third 
molar surgery and referral to specialist is indicated.

Although many efforts have gone into attempts to 
derive useful clinical indices for preoperative evalua-
tion and prediction of surgical difficulty, none has pro-
duced a clear, accurate, and universally applicable tool 
for this purpose [5]. Some of the previous attempts are 
the WHARFE scoring system, Pell and Gregory’s cri-
teria, Pederson index, and Yuasa et al. index. These are 
all empirical criteria with limited accuracies. The 
WHARFE scores have not been clinically validated, 
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while the Pell and Gregory’s criteria [4, 78] and Pederson 
index [4, 59, 85, 87, 233] have been found to be unreli-
able. Unfortunately, very little has been done in the 
sense of evidence-based research to track down the 
best predictive factors for surgical difficulty on which 
a more accurate and universally applicable tool may be 
predicated [5].

Several parameters have been implicated in the lit-
erature; these traditionally included radiographic fea-
tures of the impacted molars and the jaw. Recent 
evidences have implicated other variables such as 
demographic parameters and operative variables.

The spectrum include bony depth of impaction, 
angulation of impaction, space available for the impacted 
molar, root morphology and number, periodontal mem-
brane space, proximity to IAN canal, bone density, etc., 
(Radiographic variables) [6, 197, 235]; age, sex, body 
weight, body mass index, body surface area, ethnicity, 
etc., (Demographic variables) [5, 6, 87]; and surgeon’s 
experience, soft or hard tissue impactions, surgical tech-
nique, etc., (operative variables) [5, 24, 220].

Akadiri and Obiechina recently conducted a sys-
tematic review on this subject [5]. They did not find 
any randomized controlled trial on the subject. They 
identified those variables that have been consistently 
implicated in many prospective experimental studies 
as reliable predictors of difficulty. The variables so 
identified were age (demographic variable), surgeon, 
procedure type, number of teeth extracted (operative 
variables), and depth of impaction, angulation of 
impaction, and root morphology (radiographic vari-
able). They enthused that a more accurate formula 
combining these factors may evolve in the near future.

Thus, as of now, no valid, comprehensive, universally 
applicable evidence-based index for predicting difficulty 
of surgical removal of impacted lower third molar is 
available. Individual surgeons use the known parameters 
to evaluate difficulty on a case-by-case basis, in which 
case disparity in judgments between different surgeons 
is likely. It is desirable that a clear, simple, accurate, and 
universally applicable index of prediction is developed, 
but more evidence is needed to synthesize this.

8.2.4  Prophylactic Use of Antibiotics

Opinions are still divided among oral surgeons as to 
the appropriateness and efficacy of routine antibiotic 

prescription in third molar surgery [52, 180, 182]. 
Recently published clinical trials only added to the 
confusion because of the contradicting results con-
tained in them [186].

The reasons commonly adduced to justify the use 
of antibiotics in third molar surgery include [180, 237]: 
(1) therapeutic management of preexisting infection, 
(2) prevention of secondary infection in high-risk 
patients (e.g., immunocompromised, sickle cell dis-
ease), and (3) prophylaxis against postoperative infec-
tive and noninfective inflammatory complications in 
an otherwise healthy individual. While these first two 
reasons are not in dispute, the third reason has gener-
ated much controversies based on the following argu-
ments [52, 97, 174]:

1. The risk of developing resistant strains is high
2. The potential for adverse events such as allergic 

reactions and anaphylaxis is considerable
3. There is an unwarranted exposure to the risk of drug 

toxicity.
4. There is unjustifiable disruption of the homeostatic 

balance of normal oral and enteral commensals

However, many oral surgeons still prescribe antibiotics 
routinely following third molar surgery in otherwise 
healthy patients [78]. Efforts to synthesize the best evi-
dence through critical appraisal of published literature, 
especially systematic reviews and meta-analysis of 
RCT, have not produced a conclusive position on the 
debate, but certain facts for consideration can be delin-
eated. The decision as to whether or not to prescribe, 
type, and timing of prescription can be made after 
thorough consideration of these facts.

1. The routine use of antibiotics is at variance with the 
general principle of antibiotic prophylaxis because 
the overall risk of infection following third molar 
surgery is low.

The commonly reported incidence of alveolar osteitis 
and surgical site infection following third molar sur-
gery stands at 1–7% [42, 90]. With adequate compli-
ance to the principle of asepsis, this rate could be even 
lower among healthy individuals without preoperative 
infection. Based on the guiding principles for prophy-
lactic antibiotics, a procedure with low propensity for 
postoperative infection does not require prophylaxis 
[180, 237]. Therefore, the infection rate follow-
ing third molar removal should not ordinarily warrant 
routine prophylaxis. However, another perspective 
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has emerged favoring the use of antibiotics to allevi-
ate postoperative inflammatory sequelae of third 
molar surgery [39, 98, 151]. This is further discussed 
in Sect. 7.2.5.

2. The noninfective inflammatory sequalae of third 
molar surgery are related to the extent of trauma 
and so are better treated with anti-inflammatory 
drugs and analgesics.

A critical review of literature including randomized 
clinical trials and prospective cohort studies [237] 
showed that there was no significant benefit derived 
from the use of antibiotics to reduce pain, swelling, and 
trismus. Although some authors [30, 39, 151] observed 
marginal benefits, they did not think it was sufficient 
for them to recommend routine antibiotics. In most 
cases where statistical differences were observed, the 
benefit was noticeable on day 7 or day 8 beyond when 
symptoms were virtually resolved in most patients, 
including the control or placebo groups [118, 144].

3. The risk of infection is relatively higher in partial or 
full bony impaction.

Two critical reviews of the literature including ran-
domized controlled clinical trials and some prospec-
tive cohort studies [144, 196] indicated that extraction 
requiring moderate to high degree ostectomy presents 
higher risk of surgical site infection and alveolar 
osteitis. It was, therefore, recommended that antibiot-
ics may be prescribed in such cases [144, 196]. What 
requires to be clarified about this observation is whether 
or not to complete the procedure before commencing 
antibiotics since the extent of trauma and degree of 
ostectomy are often determined intraoperatively or to 
employ proper prophylaxis at least 1 h prior to surgery 
based on radiographic estimation of the likely amount 
of bone removal, which is not always accurate.

4. Broad spectrum antibiotics, mainly penicillin 
(Amoxicillin, Co-amoxiclv), macrolides (Clin-
damycin), and narrow spectrum antianaerobicidal 
(Metronidazole, tinidazole) are appropriate and 
often adequate for prophylaxis in third molar 
surgery.

Penicillins, especially amoxicillin and co-amoxiclav, 
have been widely investigated in third molar surgery and 
their efficacy in the treatment of established preopera-
tive and postoperative infection in oral surgery is well 
documented [52, 162, 186]. Another well-established 

broad spectrum agent in third molar surgery is clin-
damycin [96, 182], while narrow spectrum antianaerobi-
cidal imidazoles have also proven adequate probably 
because of the plethora of pathogenic anaerobes among 
the oral microflora [97, 118, 160]. Many other newer 
generation antibiotics may be equally effective; there 
may be no justification for their use since the simpler 
antibiotics (i.e., penicillins. Macrolides, and imidazoles) 
have proven adequate either as single agent or in combi-
nations [226]. However, there is no evidence to justify 
the use of multiple agents for prophylaxis in third molar 
surgery.

5. The use of systemic antibiotics is supported by 
enough literature including randomized clinical 
trials.

The effectiveness of systemic antibiotics in oral sur-
gery has been proven in many clinical trials [96, 118, 
180, 186]. So far, there appears to be no significant dif-
ference in the effectiveness of oral and parenteral 
administration in a patient who is able to tolerate oral 
route based on available literature. The oral route is, 
therefore, recommendable except when compliance is 
doubtful.

Although the use of topical antiseptic and/or antibi-
otics is supported by some literature [95, 98, 169], there 
are not enough clinical trials or randomized prospec-
tive study to evaluate their relative benefits in compari-
son to systemic administration. Pieuch et al. [180] 
concluded that the outcome of topical tetracycline 
placed in the extraction socket was better for partial 
and full bony impaction compared to systemic admin-
istration. However, they did not disclose the systemic 
antimicrobial agent used or the regimen adopted.

6. Single bolus high-dose preoperative administration 
is often sufficient for prophylaxis and may be com-
bined with 2–5 days postoperative regular dose 
regimen in high-risk patients.

Ren and Hans [186] performed the most rigorous sys-
tematic review of literature and meta-analysis of all 
relevant studies on the use of antibiotics in third molar 
surgery, including published and unpublished data in 
all languages. They concluded that single dose bolus 
antibiotic prophylaxis is sufficient in most cases to pre-
vent alveolar osteitis and surgical site infection, espe-
cially where traumatic extraction is envisaged. For 
patients who have known risk for postoperative com-
plications such as smokers, poor oral hygiene, old age, 
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and severely traumatic extraction, additional 2–5 days 
of postoperative antibiotics is recommended. This 
might be the best evidence in the current literature.

8.2.5  Control of Postoperative  
Pain, Swelling, and Trismus

The postoperative period following the removal of an 
impacted mandibular third molar is frequently charac-
terized by pain, swelling, and trismus [141, 205]. The 
symptoms are sometimes so severe, resulting in signifi-
cant deterioration in patient’s quality of life [48, 198]. 
While the occurrence is an inevitable physiologic 
response to trauma, the severity and consequences can 
be considerably mitigated. Several options have been 
postulated to achieve significant alleviation of these 
important postoperative sequelae of third molar sur-
gery. These include variation of flap closure techniques, 
use of tube or gauze drains, facial ice pack therapy, use 
of anti-inflammatory drugs such as corticosteroids, 
nonsteroidal anti-inflammatory drugs (NSAIDs), and 
use of antibiotics. While some of these options have 
proven to be effective, the clinical efficacy of most is 
still to be established based on evidence. An appraisal 
of current literature would reveal the relative efficacy 
or otherwise of some of the options. Evidence-based 
answers to the following clinical questions might have 
been provided.

1. Does closure to permit secondary healing of the 
socket reduce the severity of pain, swelling, and 
trismus?

Conflicting opinions are expressed in the literature 
regarding the relative advantages of secondary healing 
over primary healing of third molar surgical extraction 
socket [173]. In secondary healing, the flaps are repo-
sitioned and/or sutured in a way to preserve the open-
ing of the socket into the oral cavity [173]. This is 
achieved either by placing limited number of sutures to 
anchor the flap in position ensuring none across the 
socket, i.e., no hermetic closure [6, 24], or by remov-
ing a small chunk of mucosa flap distal to the second 
molar to keep the socket open for drainage while all 
other areas are closed [29, 64]. On the contrary, pri-
mary closure involves complete hermetic closure of 
the socket opening which leaves no room for drainage 
[29, 64, 173].

Some authors prefer primary closure, stating its bet-
ter esthetic outcome as it results in healing without scar-
ring [14, 100, 121, 129]. Antagonistic reports emphasize 
the problems associated with primary closure citing the 
greater degree of pain, swelling, and trismus in the 
immediate postoperative period [29, 64, 185]. A neutral 
opinion group also exists; they believe postoperative 
progress does not differ between patients who had pri-
mary closure and those who had secondary healing  
[45, 219].

Most of these opinions were either based on authors’ 
experience or prospective comparative experimental 
studies often not randomized. Methodological differ-
ences such as the stringency of criteria for inclusions 
and evaluation, sample size determination and ran-
domization, control groups, and blinding would 
account for most of the differences in observations and 
conclusions. Doing extensive literature search, we 
found no properly randomized controlled trial, system-
atic review, or meta-analysis of RCT to verify the clin-
ical differences between these two modalities of 
closure. The best evidence is deducible from among 
the experimental studies and textbook teachings, some 
of which might have been premised on authors’ expe-
rience. A closer appraisal of the available evidences 
showed that the older literature [14, 100, 121, 129] 
favor primary closure while secondary closure was 
overwhelmingly favored in the more recent literature 
[29, 64, 185].

A possible explanation to this is that emphasis on 
quality of life in third molar surgery only recently 
became an issue [48, 198]. The noninfective inflam-
matory sequelae of third molar surgery were hitherto 
accepted as inevitable consequences that patients had 
to cope with in the immediate postoperative period. 
These days, a lot of efforts are being put into deriving 
measures to reduce postoperative discomfort to the 
barest minimum. Undoubtedly, current evidence is in 
support of secondary healing. Quality controlled ran-
domized trials are still required for comparison.

2. Does the use of drain offer relief from the noninfec-
tive inflammatory sequelae of third molar surgery?

The insertion of gauze or tube drain was advocated to 
provide drainage of inflammatory exudates and conse-
quently reduce pain, swelling, and trismus [7, 185]. 
This hypothesis has been tested in some prospective 
experimental studies, but variable results have been 
reported [7, 44, 185]. Rakprasitkul and Pairuchvej 
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reported efficacy in the control of pain, trismus, and 
swelling [185]; similarly in 1995, Ayad et al. [18] 
reported a statistically significant decrease in swelling, 
trismus, and pain in patients after use of a Penrose rub-
ber drain. Cerqueira et al. [41] observed efficacy in the 
control of swelling only, and recorded no significant 
effect on pain and trismus. In fact, they noticed that 
pain in the first 24 h was indeed more severe in the drain 
group. Chukwuneke et al. [44] documented significant 
effect on swelling and trismus and no effect on pain. 
Other studies on tube drain either compared the effect 
of drain alone with drain in association with primary 
closure or with drain in association with secondary 
healing. It was found that the associated use of drain 
brought about greater relief of inflammatory discomfort 
in primary closure [185], while it had no additional 
advantage in secondary closure [29]. Further, compari-
sons of the effect of tube drain with corticosteroids have 
also been reported. The finding is contradictory; one 
study reported equal potency [171], while another study 
claimed better outcome with corticosteroids [236].

There is an obvious lack of strong evidence-based 
on properly controlled and blinded clinical trials of 
adequate sample size on the relative efficacy of tube 
drain in third molar surgery. Although claims of bene-
ficial effect are consistently made in the literature, the 
comparative merits in relation to perioperative anti-
inflammatory drugs are not established. Although the 
risk of adverse effect with drug use has been cited by 
antagonists to favor tube drain, this has not been 
reported where judicious patient selection and adher-
ence to safe dosages have been employed. On the other 
hand, the use of drain requires an added effort: the sur-
geon has to be careful in inserting a drain into the buc-
cal fold, to ensure it is not counterproductive, and the 
patient has to return one or more time for drain removal. 
Patients have complained of variable degree of irrita-
tion and discomfort associated with the presence of 
drain in the mouth and disturbance of healing and 
aggravation of pain during drain removal at the time 
when the surgical wound is often still tender. 
Prospective qualities of life studies are required to 
document patients’ preferences.

3. What is the efficacy of facial ice pack therapy in 
reducing inflammatory sequelae of third molar 
surgery?

In some centers, facial ice pack is routinely used to 
relief inflammatory sequelae of dentoalveolar surgery 

[40, 50, 150]. The physiological basis for this therapy 
is assumed to be cold-mediated vasoconstriction result-
ing in decreased edema formation. While the efficacy 
of ice pack therapy has been established in certain 
inflammatory orthopedic conditions [54, 68, 199], no 
clear evidence of efficacy in third molar surgery is as 
yet documented. Investigation of this hypothesis is 
sparse in the world literature. Forsgren et al. [84] indi-
cated that application of cold dressing does not influ-
ence postoperative edema. One randomized observer 
blind comparison of facial ice pack therapy with no ice 
therapy found no statistically significant difference 
between the two groups [225]. On the other hand,  
Filho et al. [81], in a similar study, reported efficacy of 
cryotherapy with facial ice pack in reducing pain and 
swelling, but not trismus. Mac Auley [145] performed 
a critical literature review concluding that ice therapy is 
effective in the control of postoperative inflammation 
in third molar surgery; repeated application at 10 min 
interval was found to be most effective. It appears from 
the current literature that cold therapy may be useful in 
alleviating postoperative discomforts following third 
molar surgery. How much of relief this offer is still to 
be quantified. More research is required to prove or dis-
card the efficacy of cold therapy as antidote to pain, 
swelling, and trismus in third molar surgery, especially 
to know if any additional benefit in combination with 
anti-inflammatory drug therapy does exist.

4. Is perioperative corticosteroids useful in the control 
of postoperative inflammatory morbidity after third 
molar surgery?

Corticosteroids are potent anti-inflammatory agents 
[102, 103, 177]. Their use in oral surgery dates back to 
the early 1950s when Spies et al. [214] and Strean and 
Horton [218] administered hydrocortisone to prevent 
inflammation. Since then, several studies have demon-
strated the effect of various preparations of corticoster-
oids on pain, swelling, and trismus following third 
molar surgery [74, 101, 155, 223]. However, the 
reported effect and duration of the effect vary depend-
ing on the agent used, dosages, timing, route of admin-
istration, and especially the settings and design of the 
various studies [20, 91, 101, 135, 148]. Although there 
have been several narrative reviews of the relevant lit-
erature [8, 88, 97, 126, 154, 196], these often lack 
objectivity and key characteristics such as sample size, 
designs of the studies reviewed, and validity of pub-
lished results are often not addressed [126, 172]. 
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Hence, evidences on several aspects of corticosteroids 
use in third molar surgery remain inconclusive.

The commonly used corticosteroids in third molar 
surgery experimental models are methyl prednisolone 
and dexamethasone in various preparations and dos-
ages [8]. These have been particularly preferred 
because of their strong glucocorticoid and minimal 
mineralcorticoid effects [109, 163]. There is extensive 
evidence in proving the efficacy of these agents in alle-
viating the discomforts associated with the inflamma-
tory sequelae of third molar surgery [8, 120, 126, 163, 
167]. Some authors reported efficacy with respect to 
swelling alone [92], trismus alone [164], swelling and 
pain [38], or the three parameters [74, 91, 236]. One 
systematic review and meta-analysis exhaustively 
established the efficacy of corticosteroids in the con-
trol of swelling and trismus but was unable to conclude 
on pain due to insufficient data [147]. This is the high-
est evidence available in the current literature. The 
authors conducted a rigorous search of all published 
and unpublished data in all languages and selected 
studies based on stringent criteria including method-
ologic quality and validity of results. However, the 
article did not address some other areas where conflict-
ing reports abound in the literature. These include 
issues related to differences in timing of administra-
tion, i.e., pre, intra, or postoperative; local vs. systemic 
administration; types or dose of corticosteroids rela-
tive to the outcomes; comparison of corticosteroids to 
NSAIDs; and comparison with combined corticoster-
oid – NSAIDs use. As yet, more standardized, quality, 
well-controlled clinical trials are required in these 
aspects.

An extensive review of the literature would high-
light certain important consideration in respect of cor-
ticosteroid use in oral surgery. These include the need 
to be cautious in patients who have tuberculosis, peptic 
ulcer diseases, active viral or fungal infections (espe-
cially ocular herpes), active acne vulgaris, primary 
glaucoma, or patients with a history of acute psychoses 
or psychotic tendencies [103, 126, 147]. Also, an opti-
mal dose should be chosen because suboptimal dose 
has not been effective [8, 126] and higher than optimal 
doses have added no significant advantage to out-
comes, but the risk of adverse effect is increased  
[92, 101, 223]. The usual effective dosage range is 
40–125 mg for methyl prednisolone and 4–12 mg for 
dexamethasone over a short duration; ranging from 
single preoperative dose to 1–3 days of regular dose 

postsurgery, depending on the route of administration 
[8, 122]. Such short-term use has not been associated 
with the known systemic side effects of steroids such 
as poor wound healing, infection, or adrenal suppres-
sion [20, 88]. The oral route has proven effective in 
many experimental studies; the need to commence 
administration 2–4 h prior to surgery was advocated to 
assure adequate plasma concentration before initiation 
of inflammation [8]. Intramuscular route, either locally 
(e.g., intramasseteric or into the medial pterygoid) or 
at distant sites (deltoid, gluteal), has similar efficacy 
[8, 28]. Submucosal injection and endoalveolar pow-
der of dexamethazone in the vicinity of the operation 
site have also proven effective [91, 92]. Intravenous 
route is advised 10–30 min prior to surgery or intraop-
eratively if need was realized during surgery [8]. In 
spite of the proven efficacy, considering the potential 
side effects, corticosteroid is not advised for routine 
use; it is recommended for cases where significant 
amount of surgical trauma is anticipated or serendipi-
tously encountered during surgery [8].

5. What is the analgesic drug of choice following third 
molar surgery?

The desire for the most potent analgesics appropriate 
following surgical removal of impacted third molars 
has been a motivation for numerous experimental stud-
ies comparing various types and dosages of analgesic 
drugs [202, 204]. Postoperative efficacy of simple 
analgesics (paracetamol) [47, 105, 209], NSAIDs (ibu-
profen, diclofenac, piroxicam, tenoxicam) [60, 61, 62, 
104, 108, 140, 189], COX-2 inhibitors (coxibs) [19, 
55, 56], and weak and intermediate opiods (dihydroco-
deine, tramadol) [155] has been tested using pain mod-
els involving third molar surgery. Among these are 
several clinical trials [50, 104, 140, 188, 189, 209, 
238], systematic reviews, and meta-analysis of clinical 
trials [153, 157, 189, 235], which have helped to syn-
thesize substantive evidence to guide analgesic pre-
scription in the settings of third molar surgery.

Barden et al. [66] performed a rigorous meta -
analysis of systematic reviews on analgesics efficacy 
in third molar surgery. Their work is arguably the best 
evidence on this subject so far in the current world lit-
erature. Stringent inclusion criteria were stated and 
were strictly adhered to. Several independent review-
ers evaluated each report based on agreed consensus 
and appropriate statistics were employed. The lowest 
(best) NNTs (number needed to treat) were for NSAIDs 
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and COX-2 inhibitors at standard or high doses. For 
these, NNTs could be as low as about two (meaning 
that two patients had to be treated with NSAID or 
COXIB for one of them to have an outcome of at least 
half pain relief that would not have occurred with pla-
cebo). Valdecoxib 20 and 40 mg, rofecoxib 50 mg, 
ibuprofen 400 mg, and diclofenac 50 and 100 mg all 
had NNTs below 2.4. For all of them, about 60–70% of 
patients had at least half pain relief with active treat-
ment compared with about 10% with placebo.

Paracetamol 975/1,000 mg, aspirin 600/650 mg, 
and paracetamol 600/650 mg had NNTs of between 
four and five. Fewer than 40% of patients with parac-
etamol at these doses had at least half pain relief with 
active treatment. With dihydrocodeine 30 mg, only 
16% of patients had at least half pain relief with active 
treatment in one small trial. As regard the risk of 
adverse effect, of the 15 drug and dose combinations 
assessed, only paracetamol 600/650 mg plus codeine 
60 mg could be statistically distinguished from pla-
cebo. The NNT was 5.3 (4.1–7.4), indicating that five 
patients had to be treated with paracetamol 600/650 mg 
plus codeine 60 mg for one of them to have an adverse 
event that would not have occurred with placebo. For 
all other drugs and doses, there was no difference 
between analgesic and placebo. This evidence sug-
gests that the nonaspirin NSAIDs and COX-2 inhibi-
tors in regular doses are the most efficacious for pain 
control in third molar surgery and they are not likely to 
be associated with side effects if regular doses are 
adhered to in properly selected patients.

Aspirin has no proven superiority over paracetamol. 
In a study of comparative efficacy of aspirin and parac-
etamol, the two drugs were found to be equi-analgesic 
[49]. A quantitative systematic review of the efficacy of 
aspirin in postoperative pain management also sup-
ported the weak analgesic effect of aspirin [67]. On the 
contrary, some authors have argued that the formulation 
of aspirin has a significant effect on its analgesic potency 
and have demonstrated that soluble aspirin is more effi-
cacious than paracetamol [203]. There is as yet no suf-
ficient scientific evidence to substantiate this claim.

6. Does the preemptive analgesic effect of NSAIDs 
come to play in third molar surgery?

Even though preemptive analgesia has been demon-
strated repeatedly in animal models of pain, the clinical 
evidence that support preemptive analgesia in human 
pain studies has been more variable [124, 131]. The 

best studied anti-inflammatory for preoperative use in 
third molar surgery is ibuprofen [60, 61, 140]. Most of 
these studies demonstrated significant analgesic effect 
when ibuprofen was used preoperatively as evidenced 
in delayed onset of postoperative pain and reduced 
quantity of analgesics in the immediate postoperative 
period. Other anti-inflammatory drugs have been stud-
ied for preemptive effect in fewer trials. Piroxicam 
[104], fenbufen [211], indomethacin [12], diflunisal 
[176, 208], flurbiprofen [61, 65], and valdecoxib [55] 
have also shown significant analgesic effect following 
preoperative use. However, there is no evidence about 
the relative efficacy of these drugs with respect to pre-
emptive analgesic effect in third molar surgery.

On the contrary, three randomized controlled clini-
cal trials with some NSAIDs [32, 207, 209] and one 
with paracetamol [94] showed no evidence of a pre-
emptive effect. It has been suggested that every NSAID 
has a preemptive effect, but this is unlikely to be seen 
with conventional doses [114]. Therefore, any anti-
nociceptive treatment should be extended into the 
postoperative period when generation of noxious stim-
uli from inflammatory process may be intense depend-
ing on the type of operation [114, 127].

There is a lack of systematic reviews of RCT on 
preemptive effect of NSAIDs in third molar surgery to 
enhance a consensus. Hence, preemptive use of 
NSAIDs is still not routinely practiced. Since it is now 
accepted that the policy of waiting for a patient to 
report severe pain before prescribing an analgesics 
produces discomfort and may reduce the efficacy of 
any subsequent treatment [58], preemptive use of 
NSAIDs may have a place.

A new horizon in the preemptive treatment of pain 
and inflammation in third molar surgery is emerging; 
preoperative corticosteroids and NSAIDs are being 
combined in clinical trials with reports that the combi-
nation produces analgesic and anti-inflammatory 
potency greater than the use of either drug [38, 164]. 
This evidence is still to be properly synthesized.

7. What is the usefulness of antibiotics in the control 
of postoperative inflammatory sequelae after third 
molar surgery?

Some authors [39, 98, 144, 180] concluded that antibi-
otics prevent noninfective inflammatory complications 
of third molar surgery, such as pain, swelling, and tris-
mus. This impression has been contradicted by many 
subsequent studies [17, 182]. Although there is as yet 
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no consensus on the routine use of systemic antibiotics 
after third molar surgery, a recent meta-analysis advised 
single preoperative bolus when a surgeon prefers to use 
antibiotics. Additional 2–5 days course was recom-
mended in high-risk patients (Sect. 7.2.4). The sugges-
tion that antibiotics reduce pain, swelling, and trismus 
would tend to justify routine use of antibiotics since 
these are inevitable outcomes of third molar surgery.

A critical appraisal of the methodology and results 
of some of those supportive studies revealed that the 
conclusion was often not justifiable [237]. Among 
these, two randomized double blind studies evaluated 
antibiotics vs. placebo in third molar surgical patients. 
Kaziro [118] did not observe a significant difference in 
pain, swelling, and trismus between metronidazole and 
placebo group until postoperative day 8. Macgregor 
and Addy observed a statistical difference at the lowest 
level that cannot justify recommendation for routine 
prescription. In a less stringent randomized study with-
out blinding, Bystedt and Nord [39] noted that pain 
was significantly better on postoperative day 7. It is 
important to note that most symptoms of discomfort 
associated with third molar surgery are often resolved 
by 1 week after surgery [81, 151], so that these findings 
may not be enough to justify the use of antibiotics.

Contradictory reports were published by Poeschl et al. 
[182] and Ataoglu et al. [17] who did not find antibiotics 
to have significant effect on pain, swelling, and trismus. 
Following a review of the literature, Zeitler observed that 
antibiotics have no place in the control of noninfective 
inflammatory sequelae of third molar surgery [237]. 
Aseptic approach to the surgical site and careful surgical 
techniques to minimize trauma would seem to be the 
most appropriate mechanism to minimize inflammatory 
complications, such as pain, swelling, and trismus. Since 
there is a longitudinal relationship between extent of 
trauma and postsurgical inflammation, it would appear 
reasonable to use anti-inflammatory agents and analge-
sics to control pain, swelling, and trismus, instead of 
antibiotics.

8.2.6  Prevention of Lingual Nerve Injury

Most third molars can be removed by utilizing a purely 
buccal technique [86], in which it is unnecessary to 
encroach on the lingual soft tissues. However, in some 
rare circumstances, compelled by the patho-anatomic 

position of the tooth, it may be necessary to remove 
distal, distolingual, or lingual bone [183, 229]. In such 
situation, buccal approach with lingual flap retraction 
or the lingual split technique with lingual flap eleva-
tion has been advocated [149, 165].

Encroaching on the lingual soft tissue exposes the 
lingual nerve to increased risk of injury [179, 187]. 
Protection of the lingual nerve using appropriately 
sized retractor is a measure advocated to prevent this 
complication [10, 183, 229]. Ironically, some literature 
reports affirmed that the use of lingual flap retractor 
tends to increase the incidence of temporary nerve 
damage without necessarily protecting against perma-
nent injuries [179, 187].

An extensive literature review conducted by the 
AAOMS special task force on third molar surgery [48] 
found an average range of 0.0–0.5% incidence rate of 
permanent lingual nerve injury (>6 months) with use of 
lingual flap. This is comparable to the incidence com-
monly reported in cases without lingual flap elevation 
with or without lingual retraction. Only one systematic 
review of the literature was found on this subject mat-
ter. The review excluded a large number of studies 
based on certain strict inclusion criteria that border on 
methodological qualities of the studies. Meta-analysis 
of the eight included studies showed that the use of lin-
gual flap retractor during third molar surgery was in 
fact associated with an increased incidence of tempo-
rary nerve damage and was neither protective nor detri-
mental with respect to the incidence of permanent nerve 
damage. However, it is noteworthy that the Howarth’s 
periosteal elevator was used for retraction in all included 
studies, whereas some authors have indicated that size 
of the working end of this retractor is not wide enough 
to provide the desired protection [26, 149, 187] and that 
wider end retractor did better in a comparative experi-
mental study [90]. This systematic review did not 
address some salient facts such as surgeon’s experience 
and versatility with lingual flap retraction techniques 
and the influence of differently sized retractors.

8.3  Conclusion

Decision making in the management of impacted man-
dibular third molar is fraught with many controversies. 
Since the beginning of the nineteenth century till date, 
numerous studies have been geared toward resolving 
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many of the controversies. Current evidences have tre-
mendously helped in charting a course for standard 
practice in third molar surgery. Decision to remove or 
not can be guided by the knowledge that some level of 
periodontal pathology exists with every impacted third 
molar. Patients and their physicians can now make 
informed decision after proper evaluation of the risks 
and benefits. Proper preoperative radiographic evalua-
tion is mandatory to assess difficulty and risk of com-
plications. DPT is adequate but may be supplemented 
with CT where a high risk to IAN injury is suspected. 
Evidences are emerging to track down important fac-
tors predictive of difficulty, which now includes demo-
graphic, operative, and radiographic parameters. Also 
the era of antibiotic abuse is gradually ending as appro-
priate indications are now emerging. Current evidence 
suggests that single bolus prophylaxis may be used in 
most patients with partial to full bony impactions, but 
additional 3–5 days of regular dose may be restricted 
to high-risk patients such as smokers, poor oral 
hygiene, old age, and following very severe surgical 
trauma. Antibiotic prophylaxis is justified only as a 
preemptive measure against infection and probably 
dry socket, but not to alleviate posttraumatic pain, 
swelling, and trismus. The control of these inflamma-
tory sequelae of third molar surgery can be appropri-
ately accomplished with secondary flap closure 
techniques or with NSAIDs, COX-2 inhibitors and/or 
corticosteroids (40–125 mg methyl prednisolone, 
8–12 mg dexamethasone), or with the use of tube 
drain. Buccal approach to removal largely avoids 
injury to lingual nerve, but where encroachment into 
the lingual tissues is indicated, the usefulness of lin-
gual retractors to prevent damage is still questionable.

The management of impacted lower third molar has 
always been shrouded in controversies. It appears that 
with the evolution of the discipline of evidence-based 
dentistry, the veil is being removed, the facts are now 
converging, and the evidences are emerging.

8.4  Evidence-Based  
Decisions in Jaw Augmentation

8.4.1  Introduction

Patients with severe atrophy of the jaws due to after-
effect of trauma, chronic periodontitis, and congenital 

missing teeth often suffer from problems with dentures 
and are poor candidates for endosseous implants [217]. 
The problems with dentures include insufficient reten-
tion, intolerance to loading by mucosa, pain, difficul-
ties with eating and speech, loss of soft tissue support, 
and altered facial appearance [217]. Insufficient height 
and width of the alveolar segment also compromise the 
insertion of dental implants.

Since dental implants have been shown to provide a 
reliable basis for fixed and removable prostheses, recon-
structive preprosthetic jaw augmentation has changed 
from surgery aimed to provide sufficient osseous and 
mucosal support for a conventional denture into surgery 
aimed to provide a sufficient bone volume to enable 
implants to be placed at the most optimal positions 
from a prosthetic point of view [217]. Jaw augmenta-
tion is generally accepted for the moderate to severely 
resorbed edentulous mandible and maxilla [80].

In the last three decades, the role of augmentation 
of the jaws prior to insertion of dental implants has 
been tested through brilliant animal experimental stud-
ies and later clinical human studies. Presently, jaw 
augmentation procedures have evolved from an exper-
imental to a mature evidence-based discipline. Several 
clinical trials (randomized and nonrandomized trials) 
have shown that inadequate bone volume of the resid-
ual edentulous ridge can be adequately augmented 
prior to implant insertion.

Autogenous bone grafts are considered the “gold 
standard” in bone tissue replacement because they are 
immunologically inert and osteogenic [2, 3]. But, 
unpredictable resorption and structural collapse of the 
bone graft during remodeling has been a continuing 
problem. These processes of bone remodeling have a 
major influence on the clinical outcome in terms of 
volume maintenance and incorporation into the recipi-
ent site. The graft has been reported to decrease in vol-
ume to an extent of 50–70% during the first year after 
insertion due to remodeling [83]. Verhoeven et al. 
[227] also found that in the first year after bone graft-
ing, resorption is significant and may continue for 
years. Cortical bone, for example, may lose up to 33% 
of its strength during incorporation and generally 
remodels over a 6–18-month period [73]. In a clinical 
study, Johansson et al. [112] reported that the volume 
of inlay (particulate grafts) and onlay (cortical) autog-
enous iliac bone grafts was reduced by an average of 
49.5 and 47%, respectively, of the initial volume after 
6 months. Fonseca et al. [83] reported that onlaying 
corticocancellous bone onto the mandibular buccal 
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cortex for augmentation of the alveolar ridge is a poor 
method by which to change ridge morphological struc-
ture. Therefore, several methods have been advocated 
not only to enhance incorporation, but also to reduce 
resorption of autogenous graft and ultimately augment 
the volume of the jaws. These include guided bone 
regeneration (GBR) technique, perforation of recipient 
cortical bone, addition of bone substitute materials, 
and preservation of graft periosteum, rigid fixation, 
and inhibition of osteoclastic activities [192], and 
application of platelet-rich plasma [222]. Other meth-
ods that have been employed in jaw augmentation 
include alveolar distraction, ridge splitting technique, 
sinus lift, and Le Fort I osteotomy [79, 80, 89].

8.4.2  Osteogenesis, Osteoinduction,  
and Osteconduction

Osteogenesis is the synthesis of new bone cells by cells 
derived from either the graft or the host [222]. When 
correctly handled, cells from cortical and cancellous 
grafts can survive the transfer to the host site and form 
new bone that is critical in the initial phase of bone 
repair [73]. The properties of cancellous grafts, which 
consist of an intimate trabecular structure lined with 
osteoblasts and a large surface area, make them very 
attractive at sites where new bone formation is desired.

Osteoinduction is the process by which mesenchy-
mal cells (MSCs) at and around the host site are 
recruited to differentiate into chondroblasts and osteo-
blasts [35, 73, 222]. Recruitment and differentiation 
are modulated by graft matrix-derived growth factors. 
These growth factors include BMP-2, -3, and -7, which 
are members of the TGF-b superfamily. Other factors 
include PDGF, IL, FGF, IGF, GCSF, and VEGF. Three 
phases of osteoinduction-chemotaxis, mitosis, and dif-
ferentiation have been described. In response to a 
chemical gradient during chemotaxis, bone induction 
factors direct migration of cells to the area in which 
they are to be utilized. Following chemotaxis, these 
factors stimulate intense mitogenic and proliferative 
activity in these cells; the cells differentiate into carti-
lage and become revascularized by invading blood 
vessels to form new bone [35, 36, 222].

Osteoconduction is the process by which an ordered, 
spatial three-dimensional ingrowth of capillaries, 
perivascular tissue, and MSCs takes place from host site 
along the implanted graft [35, 36, 166]. This scaffold 

permits the formation of new bone along a predictable 
pattern determined by the biology of the graft and the 
mechanical environment of the host-graft interface. For 
bone grafting to be successful, osteogenetic activity and 
bone formation alone are insufficient [35, 36, 83, 166, 
222]. New bone must be distributed evenly in the grafted 
volume and must unite with the local host bone. Failure 
results in discontinous bone formation without adequate 
mechanical strength to support function.

8.4.3  Healing of Autogenous Bone Graft

The term incorporation is used to describe the biologic 
interactions between graft materials and host site that 
result in bone formation, leading to adequate mechani-
cal properties. After a bone graft is harvested and trans-
planted to a new region, it begins multiple biologic 
processes that occur as the graft becomes incorporated 
into its host bed [35, 36, 222]. Healing and incorpora-
tion involve the processes of inflammation, revascular-
ization, osteoconduction, osteoinduction, osteogenesis, 
and remodeling. An important aspect in (nonvascular-
ized) bone graft is that a substantial portion of the bio-
logic activity originates from the host [222]. Most 
viable osteocytes within the graft itself die quickly 
after transplantation, rendering the graft comparatively 
inert vs. the host. Despite this, substantial biologic 
interactions occur between the graft and the host, and 
the graft has a fundamental role in determining its own 
fate [9, 222]. This biologic interplay between graft and 
host establishes the final result.

There are some fundamental differences in the heal-
ing of cancellous and cortical autografts. Autogenous 
cancellous bone graft healing is divided into early and 
late phase [9, 222]. Hematoma formation around the 
bone graft is the first event that occurs after graft trans-
plantation, usually caused by bleeding from the surgi-
cal disruption of host soft tissues and the recipient 
bony bed. During this early phase, only a small minor-
ity of the cells within the bone graft are still viable, 
located at the graft’s peripheral surface [222]. These 
surface cells survive due to early vascularization or by 
plasmatic imbibition [166]. Revascularization that may 
begin as early as 2 days after transplantation rapidly 
progresses. BMPs and other growth factors induce 
migration of osteoblast precursor cells to the graft. 
These stem cells differentiate into osteoblasts and new 
bone forms at the end of this phase. The late phase is  
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a continuum, proceeding through osteoconduction and 
eventual graft incorporation [166, 222]. Active graft 
resorption with new capillary ingrowth continues. 
Mature osteoblasts line the edges of the dead trabecu-
lae as osteoid is deposited around the necrotic core. 
Remodeling proceeds and the graft is eventually 
replaced with the live host bone at the end of the late 
phase. This occurs approximately 6 months after trans-
plantation and is usually completed by 1 year [166].

In contrast, cortical bone graft revascularization 
proceeds slowly, and thus, incorporation is prolonged 
[166, 222]. Vascular invasion of cortical bone graft is 
thought to be limited due primarily to its dense lamel-
lar structure that constrains vessels to invading the graft 
along preexisting Haversian and Volkmann’s canals. 
While cancellous bone grafts proceed with initial 
osteoblastic activity, revascularization of cortical bone 
grafts proceeds with initial osteoclastic activity  
[35, 166, 222]. The course of revascularization begins 
at the graft periphery and progresses to the interior of 
the graft. In cancellous grafts, vessels invasion may 
begin within few hours posttransplantation, and the 
process is completed in a few days. In cortical grafts, 
the earliest vessels enter the graft at 6 days, and the 
process of revascularization may take months, often 
resulting in incomplete graft revascularization [35, 36]. 
It is quite probable that, as suggested by Kenzora et al. 
[119], the initial stimulus to repair is the same in the 
cortical and cancellous bone, but there is no space 
available for cell proliferation in the dense bone, and 
therefore, bone resorption will prevail initially after 
transplantation.

8.4.4  Membranous vs. Endochondral 
Bone Grafts

There are two basic types of bone with respect to 
embryologic formation, and some debate exists as to 
which is preferable for bone grafting. Membranous 
bones include the flat bones of the cranium, face, and 
mandible (the mandible has some endochondral com-
ponent with Meckel’s cartilage origin). These bones 
form by intramembranous ossification in which embry-
onic MSCs differentiate directly into osteoblasts that 
synthesize a collagenous osteoid [35, 36, 159, 222]. 
The osteoid then becomes hard bone after undergoing 
mineralization by calcium phosphate. Endochondral 

bones are long bones of the skeleton (including iliac 
bone and rib), as well as the petrous, occipital, eth-
moid, mastoid, and sphenoid. These bones form by 
endochondral ossification whereby cartilage growth 
occurs at an epiphyseal surface, which is then replaced 
by osteoid that eventually becomes mineralized [9]. 
Clinical practice and literature concur that bone grafts 
from calvarial and facial sites (membranous) have a 
superior volumetric maintenance and survival over 
grafts from rib, tibia, or iliac crest (endochondral) [9, 
159, 222]. The better incorporation of mandibular bone 
in the maxillofacial region has been attributed to a 
similarity in protocollagen and a higher concentration 
of morphogenetic proteins and growth factors [79, 
158]. However, the search for the explanation for the 
difference in behavior between the membranous and 
endochondral bone continues to be a subject of con-
tinuing research, speculation, and controversy.

8.4.5  Donor Site for Autogenous 
Bone Graft

Depending on the amount of bone needed for jaw aug-
mentation, several intraoral and extraoral sites are suit-
able donor sites. The most common extraoral site for 
bone graft harvest is the iliac crest. A large amount of 
corticocancellous graft can be harvested from iliac 
crest, especially the posterior iliac crest [79, 80]. 
Calvarial bone is another suitable extraoral site. 
However, harvesting of iliac or calvarial bone causes 
major intra and postoperative discomfort to the patient 
[79]. Therefore, it may be preferable to harvest block 
graft from an intraoral donor site (chin, angle, and 
ramus) to treat limited portion of the jaws [158].

8.4.6  Guided Tissue Regeneration

The biological concept of GTR was developed to regen-
erate lost tissues by preventing undesired cells from 
migrating into the wound area and permitting entrance of 
desired cells only, using different kinds of barrier mem-
branes [117]. This concept was later employed in bone 
regeneration (GBR). It has also been shown that by using 
such membranes, it is possible to create bone at sites 
where bone normally is not present [3, 117]. Membranes 
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used for GTR are either resorbable (e.g., collagen) or 
nonresorbable (e.g., e-PTFE). Resorbable membranes 
resorb; therefore, a second surgery for removal of the 
membrane is not necessary. However, an advantage of a 
nonresorbable membrane is the length of time the mem-
brane will remain in place, and thus, exclude invagina-
tion of the graft by soft tissues [3, 117].

In the clinical situation, however, the GTR tech-
nique does not always result in predictable bone fill of 
the area to be regenerated [115, 206]. Several factors 
such as barrier stability, size of barrier perforations, 
peripheral sealing between barrier and bone, blood 
supply, and access to bone forming cells have been 
pointed out to be critical for a successful outcome 
[142]. It has been reported that collapse of the barrier 
membrane into the treated bone defect compromises 
the formation of new bone, as it eliminates the space 
that is necessary for bone formation [3, 53, 127]. The 
use of membranous bone grafts as space-keepers, in 
combination with nonresorbable or resorbable mem-
branes, not only reduces the resorption of grafts, but 
also results in complete integration of the bone grafts 
into the bone at recipient site, provided that the mem-
brane is kept covered with tissue during healing [3]. 
Adeyemo et al. [3] reported that the combination of 
iliac bone grafting and GTR for augmentation of the 
lateral surface of sheep mandible resulted in integra-
tion of the bone graft into recipient site.

8.4.7  Bone Substitute Materials 
in Jaw Augmentation

Development of bone substitutes has been a major 
interest for a number of years in oral and maxillofacial 
surgery, due to the inherent problems associated with 
autogenous and allogeneic bone grafts. An ideal bone 
substitute should be biocompatible, and it should grad-
ually be replaced by newly formed bone and preferably 
possess osteoinductive or osteoconductive properties 
[111]. In recent years, hydroxyapatite (HA) bone sub-
stitutes have been developed synthetically (e.g., cal-
cium phosphate), derived from corals or algae (e.g., Pro 
Osten 500®, Interpore 500 HA/CC®, and Algipore®), or 
originated from natural bone mineral (e.g., Bio-Oss®, 
and Endobon). These bone substitutes are generally 
regarded as being biocompatible and osteoconductive, 
although reports concerning their biodegradability have 

been inconclusive [99]. They have also been found to 
contain no impurities that would make them unsuitable 
for clinical use [111]. Due to their (bone substitutes) 
lack of osteoinductive effect, a combination of autoge-
nous bone graft and bone substitute is a preferred 
method of jaw augmentation [15].

Bio-Oss® is one of the bone substitutes that have 
been extensively studied. Bio-Oss®, like any other 
porous mineral bone graft substitutes, is osteoconduc-
tive. In osteoconduction, the implanted material serves 
as a scaffold for ingrowth of capillaries, perivascular 
tissue, and osteoprogenitor cells from recipient bed 
[35, 111]. In addition, Bio-Oss® particles have the 
additional advantage of having a larger surface area 
than the ceramic-type implants, which make them 
more osteoconductive. Recent evidence also suggested 
that the material is also osteopromotive through bioac-
tive factors like TGF-b and BMP-2 found in the min-
ute protein residues in the material [221].

The fate of Bio-Oss® as a bone substitute during 
healing and incorporation has been a subject of contro-
versy in the literature. Some authors have reported that 
there is extensive resorption of this material [125], 
while others [13, 111, 201] have shown that there is 
little or no resorption at all. However, several studies 
have reported that autogenous bone graft covered with 
Bio-Oss® resulted in remarkable increase in augmented 
surface of the mandible and the maxillary sinus [2, 3, 
200]. Ewers [77] reported an excellent long-term result 
of sinus lift procedure with Algipore® and platelet-rich 
plasma. The procedure enhanced enough new bone in 
6 months to allow implant osseointegration after  
6 months with a high implant survival rate [77].

8.4.8  Sinus Lift Procedure

Sinus lift procedure has become an established augmen-
tation procedure prior to implant restoration of the 
 edentulous maxilla. Grafting the floor of the maxillary 
sinus has become the most common surgical interven-
tion for increasing alveolar bone height prior to the 
placement of endosseous dental implants in the posterior 
maxilla [228]. The aims of sinus grafting are to reestab-
lish not only adequate bone volume for implant place-
ment, but also a favorable intermaxillary relationship to 
optimize the functional and aesthetic outcome of the 
final prosthetic rehabilitation [43]. Clinical, histologic, 
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and histomorphometric analysis have established the 
role of sinus lifting as a reliable and efficacious prepros-
thetic augmentation for the resorbed edentulous maxilla 
[77, 80]. Based on accumulated clinical and histologic 
evidence in the literature, sinus lift procedure is regarded 
as the best clinical practice in preimplant augmentation 
surgery of the maxilla [27]. However, there are still yet 
unanswered questions regarding the best material for 
sinus augmentation. There are several reports on the  
use of autogenous cancellous graft alone or in combina-
tion with bone substitutes, or the use of bone substitutes 
with platelet-rich plasma [27, 57, 77, 80]. A systematic 
review of the literature showed survival rates for implants 
placed in grafts made of bone substitutes alone and grafts 
of composite material were slightly better than the sur-
vival rates for implants placed in 100% autogenous 
grafts [57].

8.4.9  The Role of Distraction 
Osteogenesis in Jaw Augmentation

Distraction osteogenesis (DO) is a technique of gradual 
bone lengthening, allowing natural healing mechanisms 
to regenerate new bone [217]. The results of DO of the 
alveolar segment of the anterior and posterior edentu-
lous mandible have been evaluated in several studies 
[72, 152, 184]. The advantage of DO is that there is little 
or no bone resorption as typically occurs in bone graft 
reconstruction [133]. Another advantage is the concomi-
tant proliferation of attached gingival, obviating the need 
for the soft tissue augmentation. Therefore, DO avoids 
donor site morbidity associated with both hard and soft 
tissue harvest [133]. The short-term clinical, radio-
graphic, and histomorphologic results are very promis-
ing. Presently reports on alveolar DO in the literature are 
mainly case reports and case series; and these are con-
sidered low level evidence in clinical practice [72, 133, 
152, 184]. There is however, some evidence for the 
assumption that, in the near future, DO can develop into 
a reliable tool for augmentation of the jaws.

8.4.10  Ridge Splitting and Inlay 
Technique in Jaw Augmentation

Ridge splitting and inlay techniques for the expansion 
and/or increase width/height of the jaws prior to dental 

implant insertion are increasingly being used as jaw 
augmentation techniques, especially for posterior 
edentulous mandible [159]. Although the level of evi-
dence for ridge splitting and inlay techniques remains 
cases series and case reports, the bone expansion 
achievable has been reported to allow successful den-
tal implant osseointegration [79, 159, 234]. Inlay tech-
niques has a great potential for bone graft incorporation, 
assuring a good blood supply with a low final resorp-
tion of the graft and high implant survival and success 
rates [79, 110, 234]. An inlay bone graft undergoes 
less resorption in comparison with an onlay graft [110], 
and therefore, augmentation with inlay bone graft 
techniques has been shown to be remarkable [110].

8.4.11  The Role of Platelet-Rich  
Plasma in Jaw Augmentation

Strategies to accelerate autogenous bone graft healing 
have recently included the use of platelet-rich plasma 
(PRP). PRP is a source of a myriad of growth factors 
found within the alpha-granules of platelets, including 
platelet-derived growth factor, transforming growth 
factor-b1 and -b2, vascular endothelial growth factor, 
platelet-derived endothelial growth factor, interleukin-1, 
basic fibroblast growth factor, and platelet activating 
factor-4 [37]. Among the growth factors found in PRP, 
platelet-derived growth factor, basic fibroblast growth 
factor, and transforming growth factor-b1 and -b2 are 
the most osteogenically active growth factors found 
within PRP [37]. PRP growth factors do not induce 
osteoprogenitor cell differentiation, as is seen with the 
bone morphogenetic proteins, but instead act through 
stimulation of chemotaxis, mitogenesis, and angiogen-
esis of surrounding cells, acting as a catalyst in the very 
early phases of bone remodeling [138].

A number of studies have examined the use of PRP 
in conjunction with mandibular graft, sinus lift proce-
dures, early implant placement, and grafts to other 
sites. However, the results of these studies have been 
mixed. Phillipart et al. [178] reported on the use of 
PRP, rhTF, and tetracycline in conjunction with autol-
ogous bone in sinus floor augmentation in 18 patients. 
The authors suggested that this enhanced vasculariza-
tion and osteoblast numbers, but no control were used 
in this study. Butterfield et al. [37] using histomorpho-
metric analysis failed to find a direct stimulatory effect 
of PRP on healing of autogenous bone graft used for 
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sinus augmentation in a rabbit model. A meta-analysis 
of studies looking at the use of PRP in conjunction 
with implants in humans concluded that there was a 
lack of scientific evidence to support the use of PRP in 
combination with bone grafts during augmentation 
procedures [195]. Another systematic review of the 
effect of PRP on bone regeneration found that evidence 
for beneficial effects of PRP on sinus lift procedure 
appeared to be weak [181], and that there are insuffi-
cient data to recommend the use of platelet-rich plasma 
in sinus graft surgery [75, 228].

8.4.12  Le Fort I Osteotomy  
in Severely Resorbed Maxilla

The severely resorbed maxilla (Class VI) poses diffi-
culties for the rehabilitation of the patient, from an aes-
thetic and biomechanical point of view [89]. The 
proximity of the maxillary sinus, the need for bone 
grafts, and the unfavorable maxillomandibular rela-
tionship (Class III) make reconstruction a challenge in 
these patients [89, 106]. In these cases, a combination 
of autogenous bone grafting, endosseous implant, and 
Le Fort I osteotomy has been employed in the restora-
tion of dental occlusion and maxillomandibular dis-
crepancies [80, 89, 106]. This approach provides 
implant stability and enhances the functional and aes-
thetic results. Le Fort I procedure in cases where there 
has been significant maxillary resorption offers the fol-
lowing advantages [80]:

1. It solves, in one surgical procedure, the bone defi-
ciency and the discrepancy of the jaws.

2. It improves jaw relationships, simplifying pros-
thetic rehabilitation.

3. The grafts are placed in ideal or near ideal locations.
4. It improves facial aesthetics by inducing a younger 

appearance.

However, the level of evidence regarding these meth-
ods of jaw augmentation is still very low, because only 
case series and case reports are found in the literature.

8.4.13  Conclusions

Jaw augmentation procedures have evolved from an 
experimental to a mature evidence-based discipline. 

Autogenous bone grafts are considered the “gold stan-
dard” in bone tissue replacement because of their osteo-
genic potential and immunological inactivity. Due to 
inherent resorption associated with autogenous bone 
grafts, other methods, alone or in combination with 
autogenous bone, have been employed in jaw augmen-
tation. However, there are a few RCT comparing the 
efficacy of different treatment options. Bone grafting 
and bone regenerative procedures do hold promise for 
the rehabilitation of the edentulous jaws; however, 
future study designs with respect to reporting study 
outcomes with a higher level of evidence are required.
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9.1  Epidemiological Evidences  
in Maxillofacial Trauma

9.1.1  Introduction

Traditional epidemiological researches on maxil l o-
facial trauma from different parts of the world were 
focused on mere descriptive statistics of prevalen ce, 
etiology, and pattern of maxillofacial injuries. 
However, recent studies involve extensive documenta-
tions to reflect regional variations and the influence of 
socio-economic, political, and cultural environment 
on the etiology, pattern, and management of maxillo-
facial injury. This new approach in epidemiological 
studies should enhance the development of appropri-
ate country or region-specific preventive policies and 
capacity enhancement programs to minimize the 
occurrence as well as improve treatment and rehabili-
tation of victims. Here is an attempt to correlate some 
epidemiologic variables based on the best available 
evidence in the current world literature.

9.1.2  Socio-Demographics 
Characteristics in Relation  
to Etiology

The etiology of trauma generally includes road traffic 
crashes (RTC), interpersonal violence, sports, falls and 
domestic injuries, industrial and other work-related 
accidents, and animal assaults [105, 106,113]. Each of 
these represent a broad group of factors, for example, 
RTC include motor vehicles, motorcycles, bicycles, 
and pedestrian accidents; interpersonal violence includes 
physical assaults with or without the use of weapons; 
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Core Message

Injuries to the maxillofacial region sometimes  ›
result in significant physical disfigurement and 
psychological debilitations. In spite of several 
techniques and technologies currently avail-
able for treatment, the residual long-term 
impact of maxillofacial injury on an individual 
is still considerable. Some maxillofacial inju-
ries are particularly more challenging to man-
age and are often associated with suboptimal 
aesthetic and functional outcomes. Periodic 
appraisal of epidemiological and clinical evi-
dences in maxillofacial traumatology is desir-
able in order to formulate measures to optimize 
both preventive and therapeutic outcomes.
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there are various types of sports, various types of high-
risk works/industrial machines; and animal assaults 
range from bites to kicks and butts.

There are substantial epidemiological evidences 
based on large scale retrospective studies and observa-
tional cohort studies to support the fact that certain age 
groups, gender, religious, or cultural sects present higher 
risks for different etiological factors [55, 59, 63].

Young adults are particularly prone to injuries by 
RTC, sports, and interpersonal violence [6, 55, 59, 73, 
113], while at the extremes of life people are prone to 
falls and other domestic accidents [34, 37, 54, 56, 107]. 
The common explanation is that young adults, particu-
larly those within the age range of 18–35 years, get 
more actively involved in driving, productive sector of 
the economy, interpersonal violence, and sports. This 
category of individuals is also more involved in drug 
abuse and alcohol consumption, which have been found 
to predispose to higher prevalence of RTC and interper-
sonal violence [52, 67]. On the other hand, younger 
children are prone to falls because of their less devel-
oped locomotive and posture control systems, while the 
older children experience relatively higher incidence of 
trauma due to rough plays, fights, and sports [56]. At the 
other extreme, the elderly patients are prone to falls due 
to age-related changes in eyesight, muscle coordination, 
balance, and postural stability, which reduce an indi-
vidual’s ability to avoid environmental hazards [37].

The evidence in support of predominant male 
involvement in trauma is conclusive [55, 59, 61, 63, 
113]. This is reported irrespective of the causative fac-
tors, but the relativity varies according to the etiologi-
cal factors. For example, most studies reported 2.1–5:1 
considering all etiological factors [3, 40, 55, 61, 113]. 
The commonly reported male to female ratio in RTC is 
within the range of 2–4.5:1 [49, 80], while in sports-
related injury, it is 5.5–9:1 depending on the types of 
sports [6, 47, 73, 77, 90, 103]. The gender gap is 3.8–
8.4:1 [52, 67] when the cause is interpersonal violence. 
However, the incidence of battery is considerable for 
women and children in some societies where kids and 
wives are often beaten up by parents and spouses, 
respectively [38, 59, 83, 94].

Some studies [59, 61, 81, 82, 95] have adduced the 
influence of cultural and religious practices on some 
etiological factors. For example, studies from the 
southern part of Nigeria have consistently identified 
RTC as the major cause of injury, while interpersonal 
violence has recently shut higher in the north eastern 
part of the country [82]. The prevalence of assaults-

related injury in north eastern Nigeria has been attrib-
uted to the nomadic life style in the region, whereby 
animals are moved over several kilometers of land 
grazing without strict laws guiding their movement, 
thereby destroying cash crops [1, 81]. This frequently 
led to fights between farmers and cattle men, and vari-
ous objects such as cutlasses/machetes, arrows, and 
wooden objects are used in inflicting injuries during 
fight [81, 82]. Kadkhodaie [59] and Klenk and Kovacs 
[61] also noted that interpersonal violence is relatively 
low in Islamic countries due to strict objection to alco-
hol consumption in the Muslim countries.

It is, however, noteworthy that change in etiological 
trends has been observed in some parts of the world. 
While RTC still predominates in many countries, the gen-
der and age gap seem to be narrowing due to the increas-
ing involvement of women in fending for the family and 
extended retirement age forced on the elderly by the 
harsh economic realities in some of those countries [1, 
35, 61]. Elsewhere, interpersonal violence is gaining pre-
dominance, especially in many EU countries, Zimbabwe, 
Scandivanian, and North American States [16, 113].

9.1.3  Pattern of Injuries  
in Relation to Etiology

The patterns of maxillofacial injury vary according to 
the mechanism of injury, which is also determined 
mostly by the causative factor. Understanding the pat-
tern and mechanism of injury is, therefore, crucial to 
the formulation of policies and development of appro-
priate preventive devices. High velocity injuries such 
as those associated with RTC and missile weapons 
often present the most severe damage involving mul-
tiple facial bones and other systems [40, 49, 87]. In a 
large scale prospective study involving 9,543 patients 
over 10 years, Gassner et al. [49] observed a 2.25-fold 
higher risk for severe maxillofacial injury among vic-
tim of RTC. Similarly, Kumoona [64] and Puzovic et al. 
[87] also observed complex soft tissue and hard tissue 
injuries following missile injuries to the oral and max-
illofacial region. On the other hand, injury due to inter-
personal violence often involves isolated facial bone 
fractures or soft tissue injury [52, 63]. The mandible 
and zygoma are most frequently fractured in such 
cases [29, 52, 55, 63, 67].

Injuries due to falls, either domestic falls or falls 
from heights or off a motorcycle or bicycle, often result 
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in zygoma fractures or mandibular fractures, particu-
larly symphysis, parasymphysis, and/or condyles; the 
incidence of severe midfacial fracture from falls is 
comparatively low [54, 89].

The pattern of sports-related injury is highly varied 
depending on the types of sports. Higher incidence of 
sports-related maxillofacial injury varies from place to 
place depending on the popularity of the sporting 
event, number of participants, and the risk involved. 
Soccer and rugby were most implicated in France [73], 
while a Japanese study [103] cites skiing and rugby 
with the higher rate of injury, followed by baseball and 
soccer. In a British report [47], most injuries were sus-
tained during rugby, followed by bicycling and soccer. 
However, many sports-related facial fractures were 
associated with vehicular sports [39]. The other sports 
frequently responsible vary from place to place; ski-
ing, basketball, tae kwon do, cycling, horse riding are 
implicated in some developed country, while boxing 
and hockey have been implicated in some developing 
countries [36] where most of the other sports are still 
to be popular. Generally, it has been noted that the inci-
dence of sports-related maxillofacial injuries is increas-
ing, but the severity is less compared to other causes 
[73, 77, 90]. Mostly, it involves soft tissue contusions 
and abrasions, more significant soft tissue injury is 
very rare [47, 90]. Fractures of the mandible involving 
mostly the angle and of the midface involving mostly 
the zygoma are the skeletal injury mostly reported in 
association with sports [73, 90, 103].

9.1.4  Regional Differences  
in Maxillofacial Trauma 
Epidemiology

Geographical differences in epidemiological variables 
in relation to maxillofacial trauma are well reported. 
These are partly the reflections of the different cultures, 
religion, civilization, governmental policies, general 
socio-economic development, and lifestyle of citizens.

Traditionally, the predominance of RTC as the 
major cause of trauma all over the world is well reported 
[55, 59, 82, 114]. However, while the trend remains the 
same in some underdeveloped and developing coun-
tries, some countries have reported a gradual change in 
trends, while a complete paradigm shift has been noted 
in many developed countries whereby interpersonal 
violence now dominates [16, 35, 59, 82, 113].

The influence of governance such as the introduction 
and enforcement of driving regulations, rules against 
drunk driving supported by appropriate investigative 
facility, and penalty for violation of speed limit has been 
shown to reduce the incidence of RTC in many western 
states [51, 86]. Other developmental measures such as 
better road construction and maintenance, vehicle road-
worthiness assessment, and control on the issuance of 
driving licenses have also been shown to reduce RTC in 
many developed countries [61]. On the contrary, studies 
from the developing nations have continued to adduce 
the reasons of nonenforcement of driving rules, bad 
roads, and aging vehicles for the persistence of higher 
incidence of RTC [1, 37, 59, 61, 82, 113].

In the Middle East, particularly the Arabian coun-
tries, low level of alcohol consumption due to Islamic 
objection is cited as being responsible for the relative 
sparseness of interpersonal violence [59, 61]. Fewer 
female victims are also observed in these countries 
because their women are less involved in economic 
struggles to sustain the family [59, 61].

Literature on methods and outcomes of treatments 
revealed that in most developing countries of Africa and 
Asia the traditional methods of closed reduction with 
wire intermaxillary fixation are still the mainstay for the 
treatment of most maxillofacial fractures [1, 82, 94, 
113]. Open reduction and internal fixation with inter-
osseous wires are performed occasionally, while the use 
of mini and compression plates is seldom. Non-
affordability and nonavailability of materials and inad-
equate expertise are the common explanation for the 
retention of the old practice. Although the authors often 
assert that outcomes have been largely acceptable, no 
proper comparative studies with the use of plate osteo-
synthesis have been conducted among their patient 
populations. On the contrary, open reduction and inter-
nal fixation with miniplates and compression plates are 
employed for all but the simplest maxillofacial fractures 
in the developed world and part of Asia with obvious 
advantages [10, 13, 85]. Plate osteosynthesis is particu-
larly indicated in some complex maxillofacial fractures 
without which the outcome will be suboptimal [10].

9.1.5  Controversial Cases  
in Maxillofacial Trauma

Particular attention is required to articulate the best 
evidence in support of treatment methods in cases of 
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some maxillofacial injuries that are generally difficult 
to manage, and for which controversies exist about the 
optimal methods and principles of treatment. Among 
these are mandibular condyle fractures,  naso-ethmoidal 
complex fractures, and zygomatico-orbital fractures.

The mandibular condyle is the weakest part of the 
mandible, and therefore, the most susceptible to fracture 
from a transmitted force [10, 29]. The peculiar anatomi-
cal and physiological constitution of the temporomandi-
blar joint and the delicate anatomical relations of the 
condyle to the base of skull make the condyle a very 
important structure in oral and maxillofacial traumatol-
ogy [12]. Inappropriately treated mandibular condyle 
fracture will often have a deleterious long-term effect 
both in children and adult patients [10, 12].

The naso-ethmoidal complex fracture is regarded 
by some as the most difficult maxillofacial fracture to 
manage [27]. The delicate and complex bony articula-
tion constituting the complex and its anatomical rela-
tion to vital structures imbibe a major significance in 
treatment considerations.

The zygomatico-orbital fracture is another techni-
cally difficult maxillofacial injury from management’s 
point of view. Opinions differ as to the appropriate 
diagnostic techniques, guidelines for intervention, and 
methods of treatments [2].

A comprehensive discussion on these three complex 
injuries is beyond the scope of this book. However, we 
shall provide an elaborate discussion on the current evi-
dences in the management of mandibular condyle frac-
tures because of the peculiar consideration across the 
various age groups and the different types of fractures.

9.1.6  Conclusion

Available epidemiological information from various 
regions of the world and specific countries is useful for 
guiding policy makers, rescue teams, sports physicians, 
engineers, and clinicians to formulate preventive strate-
gies targeted at various age groups, gender groups, 
work groups, and athletes, cultural and religious sects. 
The information can be used to guide the future funding 
of public health programs geared toward prevention of 
maxillofacial injuries. In addition, they may also be 
helpful in developing meaningful guidelines for train-
ing primary care providers in the  management of max-
illofacial injuries. Regional discrepancies in the quality 

of specialized maxillofacial trauma care in different 
parts of the world could be eliminated or reduced with 
the assistance of world funding bodies and health orga-
nizations through the provision of aids in training and 
equipment in the less privileged countries of the world.

9.2  Current Evidences in the 
Management of Mandibular 
Condyle Fractures

9.2.1  Introduction

Fractures of the mandibular condyle constitute about 
19–52% of all fractures of the mandible. Much has 
been written in the literature on the diagnosis and treat-
ment of these fractures, yet management decisions 
continue to be controversial [4–15]. The controversy is 
in part attributable to a misinterpretation of the litera-
ture from decades prior, a lack of uniformity of classi-
fication of the various anatomical components of the 
mandibular condyle, and a perceived potential to cause 
harm through the open method based in part on the 
surgeon’s lack of a critical examination of the litera-
ture [5–9]. The major controversy is between conser-
vative and surgical management. Surgeons who prefer 
closed approaches claim that equally good results are 
achievable with reduced morbidities as compared to 
open approaches [15–17, 19, 20].

However, clinical outcome following conservative 
treatment has been found to be below the expected 
with regard to achieving close to ideal occlusion, devi-
ation of the mandible, ankylosis, and internal joint 
derangement [9–24]. Therefore, the pendulum seems 
to be swinging toward achieving accurate anatomical 
reduction of the segments via a surgical approach [18–
25]. There are various surgical approaches to the con-
dyle and surgeons who prefer this open procedure 
determine the best approach that suites the treatment 
of the fractured condyle with the mind of minimizing 
possible complications such as facial nerve paralysis, 
unsightly scar, excessive bleeding, and at the same 
time, achieving optimal results [11, 60, 100]. However, 
evidence-based medicine has provided a means by 
which views and opinions of different authorities 
have been put together in other to adopt a unified treat-
ment objective and policies based on large data-based 
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researches and documentation of experiences in 
the treatment of fractures of the condyle of the man-
dible [9–15].

9.2.2  Classification of Condylar Fractures

Condylar fractures are classified according to the ana-
tomic location (intracapsular and extracapsular) and 
degree of displacement/dislocation of the articular 
head. Intracapsular fractures of the mandibular con-
dyle are classified as type A, fractures through the 
medial condylar pole; type B, fractures through the lat-
eral condylar pole with loss of vertical height of the 
mandibular ramus; type C and type M which are mul-
tiple fragments or comminuted fractures. The majority 
of mandibular condyle fractures involve the condylar 
neck, with few reports of intracapsular fractures. 
Sagittal or vertical fractures of the mandibular condyle 
and chip fractures of the medial part of the condylar 
head are rarely detected by conventional radiography 
and are more commonly detected by computed tomog-
raphy (CT) scan [20, 71].

9.2.3  Factors that Determine 
Treatment Method

The final choice of treatment modality for each indi-
vidual patient takes into account a number of factors, 
including age of patient, position of the condyle, 
location of the fracture, degree/direction of displace-
ment, presence and state of dentition, age of the frac-
ture, character of the patient, presence or absence of 
other associated injuries, foreign bodies, presence 
of other systemic medical conditions, history of pre-
vious joint disease, cosmetic impact of the surgery, 
desires of the patient, and ease of establishing ade-
quate occlusion [9, 14].

9.2.4  Goal of Treatment

A patient with aesthetic form, stable occlusion, and 
normal function as the final result is the goal of treat-
ment. It has been generally agreed that a successful 
treatment includes a pain-free joint with a normal 

range of movement and a mouth opening of more 
than 30 mm, good occlusion, and symmetry of the 
mandible [116].

9.2.5  The Areas of Controversy

There are three main issues of debate in the manage-
ment of condylar fractures, which are:

(a)  The method of treatment: open vs. closed; and age-
related issues

(b)  The approach to open treatment: extraoral, in-
traoral, or endoscopic

(c)  Debates on fixation vs. no fixation and the types of 
fixation

9.2.6  The Method of Treatment:  
Open or Closed

Functional therapy (closed treatment) is adopted most 
frequently, since it permits early mobilization and ade-
quate functional stimulation of condylar growth (in 
growing subjects) and bone remodeling (in all sub-
jects). It is indicated in almost all condylar fractures 
that occur in childhood, and in intracapsular and extra-
capsular fractures that do not include serious condylar 
dislocation in adults [42, 46–48, 50, 93]. On the other 
hand, surgical treatment is indicated primarily for 
adults with moderately or grossly displaced fractures. 
It is also indicated for both children and adults with 
dislocation of the condylar head because of the bene-
fits of direct visualization of the fragments for correct 
reduction and fixation enabling proper healing, early 
mobilization of the mandible that ensures normal joint 
function and action, and restoration of normal mouth 
and jaw function [8, 17, 24, 25, 45].

Treatment opinions based on age groups and pat-
tern of fracture In children, the management of man-
dibular condylar fractures has long been a matter of 
controversy. If not treated appropriately, it may result 
in complications such as disturbance of mandibular 
growth and temporomandibular joint (TMJ) ankylosis. 
From the studies of Guven and keskin, Hovinga et al., 
and Lindahl and Hollende [42, 50, 69], nonsurgical 
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treatment has been proved to be satisfactory in terms 
of the long-term results; there were no growth distur-
bances, malocclusion, or ankylosis observed with 
closed treatment. Beginning of remodeling was evi-
dent at postoperative 1.3 months, and remodeling of 
the condyle was good virtually in all the children. 
Dahlstrom et al. [21] in their 15 years follow-up study 
on condylar fractures treated by closed reduction also 
documented that there were no major growth distur-
bances among the children and the function of their 
masticatory system was good. There are no arguments 
against closed treatment in children except that open 
treatment is preferred for low level/subcondylar and 
dislocated fractures because of improved functional 
outcome associated with it [121]. There are very few 
large case series documenting the use of surgical meth-
ods for repair of fractured condyles in children [24], 
perhaps because many surgeons shy away from open 
treatment to avoid interference with mandibular 
growth. The evidences in support of closed treatment 
in children are overwhelming; [9, 14, 18] they con-
cluded that closed/conservative treatment of most 
 condylar fractures in growing children results in good 
functional results and proper remodeling of the con-
dyle. This evidence has been adopted over the years.

Based on this evidence, fractures in growing chil-
dren are generally treated closed, but unilateral open 
reduction and bone plating have given good result in 
few cases for subcondyle fractures [24, 28, 41]. 
However, this is not a sufficient reason to recommend 
open methods for treatment of high-level condyle frac-
tures in children. The growth of the mandible contin-
ues throughout childhood and adolescence. Some 
authors claim that condylar cartilage is a primary 
growth center for the mandible and others support the 
functional matrix theory of Moss [76]. Although it is 
now universally accepted that the condyle plays an 
important part in mandibular growth [24, 26, 29, 42, 
50], the influence of functional activities on the man-
dible is equally well established. Hence, in children, 
IMF is restricted to 14 days to facilitate early move-
ment and to prevent ankylosis of TMJ, especially in 
high-level fractures [42, 50].

In teenagers/adolescents, few reports are available 
to make substantial evidence and enhance decision. 
However, surgeons agree that anatomic and functional 
restitution following closed treatment is not as good as 
in children, and that almost equal evidences are avail-
able in support of both treatment methods [11, 21, 23]. 
Therefore, where intervention is indicated, the choice of 

treatment in this age group should be selected depending 
on the preference of patient, class/level, and pattern of 
fracture, especially in the postpubertal teens [5, 10–14].

In adults, the decision to treat by closed or open 
method is dependent on the site and level of fracture, 
degree of displacement/dislocation, patients’ choice, 
and medical status among others [8–15, 23, 79]. The 
concerted evidence in the treatment of specific fracture 
patterns in adults will be considered in the following 
discussion.

Isolated intracapsular fractures Common medical 
opinions strongly agree that isolated intracapsular frac-
tures, in almost every instance, should be treated solely 
with physical therapy [9, 14, 21, 41, 46–48, 70, 72]. 
While these fractures can result in significant anatomic/
radiologic changes in the appearance of the condyle 
itself, most patients with these fractures do well if 
 properly rehabilitated. Late complications (e.g., degen-
erative joint disease) are possible, but again, with appro-
priate rehabilitation (in the absence of other fractures 
and generalized joint disease), these patients tend to do 
well. In the early rehabilitative phase,  controlling the 
occlusion (usually by means of arch bars and elastics) 
while emphasizing return of normal range of motion is 
important. The patient should receive occlusion-guiding 
hardware and instructions in range of motion exercises 
immediately postinjury. The patient must be carefully 
monitored. Not surprisingly, younger patients seem to 
return more quickly to the premorbid state than do older 
patients, but even elderly patients, with appropriate 
rehabilitation, tend to do well with these injuries. The 
patients who encounter trouble are generally those in 
whom the fracture is undiagnosed and those who, for 
reasons of pain, do not immediately resume a normal 
range of mandibular motion. These patients then heal in 
anatomically incorrect and nonfunctional configura-
tions. Once a mandibular malunion has occurred, man-
dibular motion, in some cases, cannot be reestablished 
without surgical intervention [46–48]. However, only 
a minority preferred open treatment of intracapsular 
 condylar fractures as application of any form of fixation 
is usually impossible because of the lack of space 
and absence of enough support in the literature for 
open treatment [17]. It is, therefore, recommended that 
 intracapsular fractures should be handled by closed 
methods [9, 14].

Isolated unilateral undisplaced condylar neck 
 fracture From the various studies on this type of frac-
ture, there were no symptoms observed except pain, 
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and no structural or functional problems as such, so 
the consensus is for conservative or closed treatment 
[5, 9–15, 21, 26, 28, 29, 43]. Open treatments were not 
contemplated because of the possibilities of associated 
complications and morbidities. Some of those treated 
with IMF (closed method) could have done well with 
jaw exercises alone, but for the reluctance of the sur-
geons to leave their patients without active treatment, 
even when the occlusion was normal. There is no 
 evidence in the literature to demonstrate any added 
benefits of IMF for this type of condylar fracture. 
The only justification is predicated on the assumption 
that patients are sometimes less likely to comply with 
instructions if they do not receive active treatment 
[44, 46, 53, 62, 65, 74, 75, 84].

Undisplaced condylar neck fracture with normal or 
abnormal occlusion As stated above, an isolated, 
undisplaced condylar neck can be managed conserva-
tively. When combined with undisplaced mandibular 
body fracture, there is variable potential for distortion 
of occlusion. In such situation, a significant number of 
surgeons and authors support the use of closed method 
with 3–4 week period of IMF as the treatment of choice 
if normal occlusion, and up to about 5–6 weeks for 
adults when the occlusion is deranged, to allow for 
sufficient healing and remodeling [5, 9–15, 21]. It has 
been argued that when the period of IMF is less, there 
will be occlusal problems in the form of cross bite and 
deviation of the jaw to the affected side on protrusion 
[5, 8, 30, 31]. There is no evidence in support of open 
reduction in this situation. However, when the condy-
lar fracture is associated with displaced mandibular 
body fracture, majority is in support of open reduction 
and rigid fixation (ORIF) of the body fracture and a 
variable period of IMF for the condyle [5, 9–15, 21]. 
Bilateral undisplaced condylar fractures were treated 
with a short period of IMF, whereas with contralateral 
displacement, a significant number used ORIF for the 
displaced condyle and a variable period of IMF [3, 5, 
9–15, 29, 30, 32–41]. These treatment modalities 
yielded satisfactory results in most cases.

Minimally displaced unilateral condylar neck frac-
ture associated with abnormal occlusion A vast 
majority used a period of IMF without surgical expo-
sure for the treatment of this fracture and the functional 
and structural outcome was significantly successful. 
When combined with undisplaced mandibular body 
fracture, a period of IMF is the advocated treatment of 
choice, whereas when associated with displaced body 

fracture, ORIF of the body fracture and a period of 
IMF is the appropriate decision [3, 5, 9–15, 21, 26, 29, 
30, 32–41].

Grossly displaced unilateral condylar neck fracture 
associated with abnormal occlusion There is no 
consensus on the ideal recommended treatment for 
patients with grossly displaced unilateral mandibular 
condyle fractures. Closed treatment has an ongoing 
popularity because it has yielded satisfactory results in 
most cases. It avoids the risk of damage to the facial 
nerve and is associated with no scarring. This popular-
ity has been sustained because of the lack of large 
series with a long-term follow-up on open treatment 
[14, 15, 26, 28]. However, there is a growing evidence 
that in selected cases, where there is considerable 
shortening of the ascending ramus and/or significant 
displacement of the condylar fragment, open treatment 
provides a better outcome, otherwise the likelihood 
of TMJ dysfunction and functional disturbances is 
increased [3, 19, 20, 29–41, 53, 62, 84–92, 97].

Fracture-dislocation of unilateral condylar neck 
associated with abnormal occlusion A significant 
proportion of surgeons perform open treatment and 
more than half of these thought a period of IMF was 
necessary postoperatively. When combined with undis-
placed mandibular body fracture, many used ORIF of 
the condyle and a period of IMF. When associated with 
a displaced body fracture, many used ORIF of the con-
dyle and body. Functional deficits, occlusal disharmo-
nies, and asymmetries/deformities were found on the 
radiographs in many of such cases treated with closed 
methods. The recommendation, therefore, is that frac-
tured dislocated condyle must be opened [4, 7, 9–17, 
19, 20, 24, 33, 46, 53, 65, 66, 74, 75].

Comminuted condyle fractures The consensus on 
the management of this type of fracture is closed method 
[9–15, 118–120]. To a large extent, open method will 
strip the periosteum of the minute bone fragments and 
result in avascular necrosis and resorption of the frag-
ments with consequent asymmetry and deviation dur-
ing excursions. There are no reports on the use of open 
methods for comminuted fractures; many surgeons 
avoid open repair of such fractures even in other sites of 
the jaw. Although supraperiosteal dissection is possible, 
it is more tedious to perform [24, 25].

Bilateral condyle neck fractures In bilateral condy-
lar neck fractures, most surgeons openly treat at least 
one condyle when either one or both condyles were 
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displaced or dislocated. This is in line with emerging 
evidence that smaller mouth opening and persistence 
of anterior open bite are associated with closed treat-
ment [8, 14, 19, 20, 25, 28, 33, 44]. However, a few 
proportion opted for ORIF of both condyles, with a 
period of IMF in bilateral displaced fractures [57, 58, 
65, 66, 74, 78, 79]. It must be noted that there is scanty 
evidence in the literature on the advantage of openly 
treating both sides over one side [92, 97, 101–103]. 
A Consensus Panel at Garoningen in Netherlands com-
mented that “there is good evidence that displaced 
bilateral fractures would benefit from at least one side 
being treated open” [14]. Hence, the enthusiasm for 
open treatment of both sides could not be justified. 
If only one condyle is displaced, ORIF of the condyle 
with a period of IMF gives satisfactory results [104, 
112–119].

Patients with no dentition Patients who are edentu-
lous require special consideration. Preexisting dentures 
or gunning splints have been wired in and adapted for 
interarch elastics with satisfactory outcomes [21, 43, 
74]. In most cases, an equally good outcome can be 
obtained with careful physical therapy that trains 
patients to open to a normal distance without deviation 
[21, 29, 41]. Some patients require preexisting den-
tures to be remade or relined. Often, the denture is bro-
ken in the same incident that caused the fracture. Some 
patients may be able to wear their preexisting prosthe-
ses during and after rehabilitation. In a nutshell, closed 
treatment is recommended based on the good func-
tional and acceptable structural outcomes obtained in 
most studies involving different types of condylar frac-
tures in these patients [43, 74, 79]. Open treatment is 
only advocated based on patient choice, ability to with-
stand general anesthesia, and as a relative indication in 
 subcondylar fractures when splints are not available 
[8–15, 23, 26–29, 31, 32, 57, 58].

In some cases of bilateral fractures, construction of 
a splint is difficult, though not impossible. Situations 
exist in which a patient does not easily tolerate such an 
appliance. This may be another indication for opening 
at least one side [9–15, 96, 97, 102, 120, 121], espe-
cially if the patient is enfeebled and uncooperative and 
stable mandibular position cannot be maintained. 
However, in patients who are cooperative, and not 
medically compromised, even bilateral fractures should 
be managed with arch bars, elastics, physical therapy, 
close supervision, and follow-up [9–15, 26–29, 31, 32, 

57, 75, 79]. Despite excellent reduction and fixation, 
the overall outcome of a patient treated with ORIF 
alone (i.e., without physical therapy) is likely to be 
com promised.

Subcondylar fractures The subcondylar fracture 
poses a different and more complicated set of questions. 
Most practitioners agree that most unilateral subcondy-
lar fractures can be treated in a closed fashion [5, 8, 9, 
15, 17, 41, 45, 62, 101]. This closed treatment implies 
control of the occlusion, aggressive physical therapy, 
and close follow-up. In bilateral subcondylar fractures 
the dilemma remains whether to manage it conserva-
tively, perform open reduction and bone plating of one 
side only, or perform open reduction and bone plating 
of bilateral condyles. Those preferring closed reduction 
claim that functional recovery is to the same extent after 
both open and closed treatment and also morbidities 
associated with surgical treatment could be reduced. On 
the contrary, those that advocate for open reduction 
claim faster rate of improvement in mouth opening, 
maximal interincisal distance, and maximal excursions 
toward fractured side than patients treated with closed 
reduction [15, 17, 41, 45, 62, 108, 109, 111]. However, 
the age of the patient, the level of fracture, angle of dis-
placement, dislocation of condylar head, and presence 
of other associated fractures are among the factors that 
influence decision.

Long-term follow-up of subcondylar fractures 
treated with occlusal guidance, physical therapy, and 
close supervision is important, but clinical records of 
such practice are not commonly found. Nevertheless, 
a few practitioners have records of over 40 or more 
years on some patients. Such records indicate that 
in young patients, over time, function and form are 
completely restored to normal with closed treatment, 
while in older patients, less remodeling and less cor-
rection of the radiologic picture may occur, but func-
tion is excellent and patients are free of pain [3, 28, 
30, 33–41, 45, 84, 92].

Indications for open treatment in subcondylar frac-
ture The landmark article by Kent and Zide [121] 
gives absolute and relative indications for open treat-
ment of subcondylar fractures as follows:

Absolute indications:

1. Dislocation into the middle cranial fossa or external 
auditory canal

2. Lateral extracapsular displacement
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3. Inability to obtain adequate occlusion
4. Open joint wound with foreign body or gross 

contamination

Relative indications:

1. A patient who has no dentition and where a splint is 
unavailable or when splinting is impossible because 
of alveolar ridge atrophy.

2. Bilateral or unilateral subcondylar fractures, when 
splinting is not recommended for medical reasons 
or where adequate physiotherapy is impossible.

3. Bilateral condylar fractures associated with commi-
nuted midfacial fractures.

4. Bilateral subcondylar fractures with associated gna-
thologic problems, such as (a) retrognathia or prog-
nathism, (b) open bite with periodontal problems or 
lack of posterior support, (c) loss of multiple teeth 
and later need for elaborate reconstruction, (d) bilat-
eral condylar fractures with unstable occlusion due 
to orthodontics, and (e) unilateral condylar fracture 
with unstable fracture base.

The authors stated that the “relative indications are 
arguable and patients may be treated differently by 
each surgeon.”

Hayward and Richard [45] developed an algorithm 
for indications of open reduction of condylar fractures 
based on the absolute and relative indications given by 
Zide and Kent (see below).

In summary, the evidence-based decisions for sub-
condylar fractures treatment depend on the fracture 
type and pattern as reflected in the indications. Some 
fractures will heal without much deficits with closed 
treatment and occlusal posterior bite planes; open 
reduction for either or both sides must be selected 
appropriately [9–15]. A patient with aesthetic form 
and normal function as the final result is the goal of 
treatment. The appearance of the radiograph is insig-
nificant when these two goals have been met. Open 
method does not by itself guarantee that these goals 
will be met. In most cases, these can be met with closed 
method, meticulous postoperative physical therapy, 
and follow-up. Clinical judgment and consideration 
of other medical conditions must always influence the 
treatment choice for any particular patient. Therefore, 
treatment should be chosen based on patient choice, 
indication, and suitability for either procedure.

Bilateral condylar in association with midfacial 
fractures The patient who has both bilateral condylar 
fractures and midfacial fractures poses a challenge for 
the reconstructive surgeon. The surgeon, thus, takes 
into consideration the degree of comminution, the 
associated injuries, and the state of the dentition when 
determining whether to open one or both subcondylar 
fractures in such a patient. The decision is that ORIF 
on both sides can facilitate the care of the patient with 
an orthognathic problem that predates the fracture, 
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but splints should be constructed to facilitate the care 
of these patients as well [4, 7, 9–15, 23, 29, 45, 57]. 
If such patients are to be treated in an open fashion, 
models should be made and splints should be fabri-
cated for intraoperative use. A millimeter of error at 
the fracture line may not be apparent to the operator, 
but a millimeter of error at the occlusion may be appar-
ent to the patient.

Malunited condyle fractures There are but few arti-
cles on these fractures, but suggestions for manage-
ment tend toward open treatment. Although there is 
yet no agreement on whether to create a new functional 
joint by doing sagittal split and/or external vertical 
ramus osteotomy or to refracture the malunion, the for-
mer option was consistently found to restore vertical 
ramus height and functions in patients compared to the 
latter [21, 29]. There were also good functional move-
ments, occlusion, and sufficient bite force. It has also 
been argued that refracturing the malunion is techni-
cally difficult and may result in communition of the 
fragments [9–15, 21, 29]. Others have sectioned the 
upper fragment of the malformed condyle and restored 
with free nonvascularized bone graft. Associated donor 
site morbidities and unpredictable take of such grafts 
are important considerations [22].

9.2.7  The Approach to Open Treatment: 
Extraoral, Intraoral, or Endoscopy

There are various approaches in order to visualize and 
reduce the fractures of the condyles, these can be 
divided into two broad groups – extraoral and intraoral 
[11, 25, 60].

Extraoral approaches include preauricular, retroau-
ricular, retromandibular, submandibular, and rhytidec-
tomy (face-lift) incisions. These can also be used in 
different combinations [11, 25, 60].

Risdon described the submandibular approach; 
4–5 cm skin incision, 2 cm below the angle of the 
mandible [60]. Access to the high condyle fractures 
with this approach is not as good as in preauricular 
and retromandibular approach, but the facial nerve, 
parotid gland, external carotid artery, and retroman-
dibular vein are better avoided and kept out of the 
operation field. The scars are also more hidden in the 

submandibular approach. However, most surgeons 
prefer retromandibular approach described by Hinds 
and Girotti  [60] because of better direct access, shorter 
working distance from the incision to the condyle, 
excellent exposure even in the presence of marked 
edema, easy retrieval of the medially displaced con-
dyle, and less conspicuous facial scar [10–14, 25, 29, 
41, 44, 53, 60].

Silverman first described the open reduction and 
internal fixation of the condyle via intraoral route [60]. 
The major problem with this approach is access to the 
condylar fragments with consequent difficulty in 
manipulating and reducing the fragments. The merit is 
no obvious scars [44, 60]. Intraoral approach is usually 
by the mandibular vestibular incision with or without 
the use of an endoscope [11, 43, 100]. In any case, a 
transbuccal trocar is often necessary to aid the place-
ment of some or all of the screws through plates on the 
reduced fragment [29, 41, 44, 60]. The use of an endo-
scope to assist with visualization of the fracture has 
become popular, and is commonly done in some cen-
ters. New instrumentation is frequently being 
developed.

In some cases, the use of the endoscope can add 
quite a bit to the length of the procedure, and therefore, 
to the anesthetic time and hospital charges without 
adding a great deal of advantage in terms of outcome 
[43, 100]. The evidence in support of its use elucidates 
the fact that it minimizes the incision needed and 
enhances visualization of small fragments. However, 
manipulation can be difficult and operation time 
increased especially with inexperienced surgeons [43, 
68, 100]. As the equipment improves and operators’ 
experience increases, operating times are expected to 
be reduced.

There are only few articles reporting outcomes with 
the use of endoscopes [43, 68, 100]. Hence, there is 
insufficient evidence to compare outcomes in terms of 
functional and aesthetic goals with properly performed 
and followed closed reduction, invasive intraoral, or 
extraoral approaches. In this regard, multidata based 
studies have to be conducted to answer the questions.

Generally speaking, most surgeons favor retro-
mandibular approach, even though there are no con-
clusive evidences to suggest that outcome with one 
extraoral approach is better than the other or that 
extraoral approach is better than intraoral approach. 
In terms of scar perception, many patients prefer 
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intraoral approach, even though access is better with 
the extraoral approach [11, 29, 41, 44, 60]. The 
approach used in each case would be determined by 
the surgeons’ and patients’ choice, amount of access 
obtainable, and the site of condyle fracture.

9.2.8  Debates on Fixation vs. No Fixation 
and the Types of Fixation

Whatever approach is chosen, once the fracture is 
exposed, it must be reduced. Whether the fracture 
must be fixated and how stable that fixation should be 
are other issues of controversy. Some surgeons believe 
that fixation is not always required. In studies that 
looked at a series of patients who had condyles signifi-
cantly displaced out of the fossa and open reduction 
without fixation was done, the surgeons argued that 
significant malunion was prevented while avoiding 
rigidly fixating the condyles in a nonphysiologic posi-
tion [8–15, 19, 21, 26, 32, 33, 41]. In essence, each 
of these markedly displaced fractures was converted 
to an undisplaced fracture and then treated as such, 
with occlusal control and physical therapy. If the frac-
ture segment is unilateral and small enough, some 
 surgeons advocate condylectomy [53, 74] instead of 
ORIF. The procedure simply removes the proximal 
segment altogether, while controlling the occlusion; 
the patient participates in extensive physical therapy 
afterward.

On the contrary, some others advocate mandatory 
fixation once a fracture is opened up and different 
methods of fixation have been discussed. Wire fixation 
and intramedullary pins have been used to stabilize 
condylar fractures [26, 32, 104, 110]. Again, occlusal 
control and physiotherapy remain crucial to successful 
outcomes.

In some cases, external fixators (e.g., Joe Hall 
Morris-type appliances) have been used with good 
success. Once again, occlusal control and physiother-
apy are crucial to successful outcomes [68–71, 73, 74]. 
Finally, miniplates and screws are discussed. Argument 
exists as to whether these constitute rigid fixation or 
not [23–26, 32, 33]. The conclusion is that stable fixa-
tion, either semirigid with transosseous wires or exter-
nal fixators or rigid with miniplates, is necessary once 
open treatment is performed to keep the segments in 

physiologic position. Unstable fixation or fixation in a 
nonphysiologic position sets up the patient for pain, 
poor function, and degenerative joint disease [41, 53, 
74, 91, 98, 99, 104, 110, 112, 120, 122, 123].

9.2.9  Physical Therapy Regimen

Of utmost importance for all patients, whether treated 
with closed or open techniques, is the general agree-
ment that compliance with physical therapy regimens 
is highly essential [9–15]. These regimens do not 
require the patient to visit a rehabilitation center or to 
have any outside personal assistance (except for 
patients who are very young and/or some with physi-
cal or mental disabilities). Rather, physical therapy 
consists of a series of mouth opening exercises. There 
are commercially available devices such as the 
Therabite or EZ Flex jaw exercisers, which can be 
used by patients. An alternative and inexpensive 
method consists of a stack of tongue blades that can 
be increased in number each day [53, 74, 91, 98, 99]. 
Regardless of any device, during the first week post-
treatment (i.e., non-IMF) or post-IMF, the patient 
should begin active movement of the jaws by attempt-
ing to open widely using their masticatory muscles. If 
sideward deviation is noted during this period, they 
are instructed to place a hand on the side of the face 
toward which the jaw deviates and apply gentle 
medial pressure as they open and close. By week 2, 
passive opening should begin with fingers, tongue 
blades, or exercise devices. Normal mandibular range 
of motion is 40 mm or more between the incisal edges 
of the anterior maxillary and mandibular teeth. In 
most patients, this distance should be achievable by 
week 2, if not sooner. Once the patient has reached 
the minimum goal of 40 mm, continued work in the 
straight opening plane is augmented with lateral and 
protrusive movements. The treatment is not complete 
until the patient has both a stable occlusion and nor-
mal function. Many care providers do not remove 
hardwares until both goals have been achieved; the 
removal thus serves as an additional motivational fac-
tor for some patients [19, 21, 26, 32, 33]. The result 
of an appropriate physical therapy regimen is a func-
tional joint and masticatory system with little or no 
deformity [21, 26, 32].
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9.2.10  Conclusion

The conclusive evidence based on collective reports of 
experiences documented in the literature can be item-
ized as follows:

1. Intracapsular fractures are best treated closed.
2. Fractures in children are best treated closed except 

when the fracture itself anatomically prohibits jaw 
function.

3. Most fractures in adults can be treated closed except 
in cases of gross displacements of the fragments and/
or severe dislocations of the condylar head.

4. Physical therapy that is goal-directed and specific to 
each patient is integral to good patient care and is 
the primary factor influencing successful outcomes, 
whether the patient is treated open or closed.

5. When open reduction is indicated, the procedure 
must be performed well, with an appreciation for 
the patient’s occlusal relationships, and it must be 
supported by an appropriate physical therapy and 
follow-up regimen.

6. The fractures that are openly reduced can be rig-
idly or semirigidly fixed in very stable physiologic 
position.
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10.1  Introduction

Medicine is science when it is taught, but is art when it is 
performed

(Unknown)

EBM is a relatively new concept in medicine knowl-
edge that requires a global approach. In this excerpt, 
we will try to make you focus your attention on a more 
specific field: the dental care point of view. But what is 
EBM? EBM tries to base medical care on the results of 
scientific studies, in particular to fill the gap between 
everyday practice and medical literature. The evaluation 
of the health care interventions takes advantage of the 
enormous progress in computer science, which has 
made available most of the medical literature on the 
Internet [33]. It is fundamental to establish what part 
of medical therapy can be rigorously evaluated by sci-
entific methods and which are the best outcomes to 
assess the effectiveness of medical treatment [19]. 
EBM acknowledges that many aspects of medical care 
depend on individual factors, such as genetic traits, 
cultural factors, compliance to treatment, quality of 
life, which cannot be fully evaluated by quantitative 
methods. Thus, it is essential to take into account evi-
dence coming from different investigations, that is, to 
perform a systematic review of all studies dealing with 
a particular disease and related treatments. By combin-
ing different disciplines, such as medicine, biology, 
engineering, and statistics, EBM tries to find the most 
effective treatment in order to obtain the ideal wellness 
in everyday practice [30, 31]. A great emphasis is 
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Core Message

To lead dentistry in the third millennium, it is  ›
necessary to use the instruments developed by 
EBM when planning and evaluating research 
studies, but is impossible to produce sound 
knowledge without considering clinical exper-
tise and quality of surgical procedures 
simultaneously.
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given to meta-analyses of clinical trials and risk- benefit 
analysis.

All “experts” consider two types of EBM: evidence-
based guidelines (EBG), which is the practice of EBM 
at the institutional level including the production of 
guidelines to advise the best medical practice; and 
evidence-based individual decision (EBID), designed 
for the individual health care provider who, for 
instance, needs to relate with different patients 
(younger vs. older).

Lastly, evidence is not immediately transferable to 
routine clinical practice: the efficacy of a verified new 
treatment approach is limited to the patients’ population 
studied in a certain clinical trial. In addition, treatment 
effectiveness reported from clinical studies may be 
higher than that achieved in routine clinical practice due 
also to the closer patient monitoring during trials, lead-
ing to higher compliance rates. There are contrasting 
reports about whether EBM is effective. The fact that 
EBM is divided into EBG and EBID may explain this 
conflict. It is hard to find evidence that EBID improves 
health care, whereas there is growing evidence of 
improvements in the efficacy of health care when EBM 
regarding guidelines is practiced at the organizational 
level [108]. One of the virtues of health care accredita-
tion is that it offers an opportunity to assert the overall 
functioning of a hospital against the best of the currently 
available evidence and to assist the hospital to move 
toward a more effective application of EBM.

10.1.1  History and Evolution of Research: 
The Development of Evidence-
Based Medicine (EBM)

The term “EBM” is relatively new. In fact, researchers 
from McMaster University began using the term dur-
ing the 1990s [32]. EBM was defined as a systemic 
approach to analyze published results forming the base 
of clinical decision-making. Then in 1996, the term 
was more formally defined by Sackett et al. [79], who 
stated that EBM was the conscientious and judicious 
use of current best evidence from clinical care research 
in the management of individual patients. In addition, 
some authors find traces of EBM’s origin in ancient 
Greece, others trace its roots to ancient Chinese medi-
cine, but they consist in historical or anecdotal accounts 
of what may be loosely termed EBM. After this period, 
we could find the renaissance era of EBM, which 

began roughly during the seventeenth century. During 
this era, personal journals were kept and textbooks 
soon became more prominent. This was followed by 
the 1900s, a period we term “the transitional era of 
EBM” (1900s–1970s). Knowledge during this era 
could be shared more easily in textbooks and eventu-
ally peer-reviewed journals [20, 25].

Lastly, although testing medical interventions for 
efficacy has existed since the time of Avicenna’s 
“Canon of medicine” in the eleventh century, it was 
only in the twentieth century that this effort evolved to 
impact almost all fields of health care and policy [20].

Especially during the 1970s, we enter the modern 
era of EBM. Technology has had a large role in the 
advancement of EBM. Computers and database soft-
ware have allowed compilation of large amounts of 
data. Professor Archie Cochrane, a Scottish epidemi-
ologist, through his book “Effectiveness and Efficiency: 
Random Reflections on Health Services” (1972) and 
subsequent advocacy, caused increasing acceptance of 
the concepts behind EB practice. Cochrane’s work was 
honored through the naming of centers of EB medical 
research (Cochrane Centers) and an international orga-
nization, the Cochrane Collaboration [29, 100].

Finally, the term “EB” was first used in 1990 by 
David Eddy and first inserted in the medical literature 
in 1992 in a paper by Guyatt et al. [39].

So EBM has been touted as an effective series of 
mechanisms not only for improving health care quality, 
but also for reducing medical errors precipitated in part 
by clinical practice variation. This new point of view 
favors the change as regard the efficacy of clinical ther-
apy. Therefore, clinicians could use a set of increas-
ingly accessible sources of data, evidence summaries, 
and guidelines that acknowledge the most current EBM 
thinking, perhaps the best in the GRADE system (a bet-
ter literature filter), and in particular the role of values 
and preferences in decision-making. Medical and 
health policy training must continue to evolve, allow-
ing clinicians and policy makers to successfully differ-
entiate truly EB sources of information and interpretation 
of information from those that are not [7].

Following the birth of EBM, evidence-based den-
tistry (EBD) has developed some years later with the 
advent of the new millennium. In fact, we have to note 
that Dentistry over the last 100 years has been charac-
terized by improved approaches to education and prac-
tice. Parallel to trends in the field of medicine as a 
whole, dentistry is moving toward EB practices. The 
goal of EBD is the assurance, through references to 
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high-quality evidence data, that care provided is opti-
mal for the patient and that treatment options are pre-
sented in a manner that allows for fully informed 
consent. The more we will move toward broad-based 
use of EBD in clinical practice, the more physicians 
will benefit through better and standardized clinical 
guidelines that will help in decision-making and qual-
ity of clinical results [36, 94].

One of the most important issues in deciding what 
kind of therapy is more indicated is to consider the bal-
ance between the potential risks and benefits of treat-
ment. A framework for EB decision-making includes 
formulating the clinical question and then retrieving, 
appraising, and considering the applicability of the 
evidence to the single case. It is the duty of all health 
care providers to reduce patients’ burden of treatment 
by selecting appropriate therapies and explaining pos-
sible unavoidable risks.

The purpose of this chapter is to assist physicians in 
locating and retrieving quality research reports and 
research evidence, which can be integrated into the clin-
ical decision-making process, but in a more general view 
of how we cannot yet ignore the clinical expertise.

There is a certain philosophy that believes that 
medicine is a science and every question will get an 
answer, another view believes that medicine is actually 
an art, and the physician is the owner of this capability 
to create health through his knowledge, experience, 
and intuition.

Where is the truth? We do not know but probably it 
stands in the middle: we can help each other with some 
instruments. One of these is EBM.

As you will see there are not only a lot of strengths 
in EBM, but also limits that we cannot ignore.

10.2  Evaluating the Quality of Research

Today, there is a large amount of papers regarding spe-
cific topics for consultation in the scientific literature, 
so that it is becoming more and more difficult to choose 
those that have a real impact on clinical practice. 
Furthermore, some works had such an impact on the 
new treatments of patients that young scientists need to 
have a systematic approach in order to distinguish 
between landmark papers and other works with a dif-
ferent and often lower impact on clinical practice.

Therefore, it becomes essential in consulting scien-
tific literature to find not only the works that answer a 

debatable question, but also to try to select among a large 
amount of data that are able to answer our questions in a 
scientific way and with a quality control assurance.

According to this point of view, EBM gave us an 
important help and is continuing to do this with the 
so-called Systematic Reviews.

A “systematic review” simply means the result of 
an organic review of most important works regarding a 
certain issue performed according to the rules of EB.

In particular, a systematic review can be distin-
guished from other types of analysis when the entire 
procedure is done together with the application of the 
following criteria:

1. The questions that we want to give an answer to 
must be expressed according to the so-called PICO 
rule, where PICO means the following four English 
words: population, intervention, comparation, and 
outcome. This methodology foresees the choice of a 
certain group of patients (population), who have to 
undergo a certain type of intervention (interven-
tion), so that we can compare this approach with 
other different kind of interventions or with a pla-
cebo treatment (comparation) with the ultimate end 
point to study and try to interpret correctly the 
results finally obtained (outcome).

2. The obtained data will be reanalyzed (also with the 
aid of internet databases, paper reviews, or clinical 
expert opinions) and this critical reevaluation has 
the aim of giving a grade of scientific value. From 
this point of view, the studies will be classified 
according to a decreasing scale as follows:

(a)  Randomized and controlled clinical trials (RCTs)
(b)  Controlled trials not randomized (CTs)
(c)  Cohort studies
(d)  Case/control studies
(e)  Cross-sectional studies
(f)  Case report studies
(g)  Expert opinions

Scientific researchers are, therefore, evaluated with 
different systems, and the more useful and applied is 
the one by the U.S. Preventive Service Task Force that 
gives the so-called levels of scientific evidence in five 
different levels:

Level I: is obtained with at least one controlled and •	
randomized study supported by a valid statistical 
methodology.
Level II-1: is obtained with controlled but not ran-•	
domized trials.
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Level II-2: is obtained with cohort studies or with •	
case/control studies, conducted preferably in more 
than one single Institution or Research Groups.
Level II-3: is obtained from the observation and •	
follow-up of consecutive series with or without an 
intervention (for instance, an exceptionally good 
result in a noncontrolled study is comprised in this 
level of evidence).
Level III: is obtained from expert opinions based on •	
their clinical experience, or with descriptive studies 
or with the summary of an expert panel.

From the analysis of data, we have to determine the 
validity of the study, which must be of two types:

(a) Internal, as it depends on the conceivability of the 
study and its rationale.

(b) External, as it regards the possibility to apply the 
obtained results to the overall population.

In particular, the methods in order to evaluate the qual-
ity of a study may look at:

1. Condition: it regards a certain pathological condi-
tion or physiological situation (for example preg-
nancy) where you want to test a certain surgical 
procedure or drug.

2. Study design: it regards the kind of study you want 
to perform. A single study may be an experimental 
study (randomized controlled trial, field trial, com-
munity intervention trial) or an observational study 
(cohort, case-control, cross-sectional, ecologic, case 
series etc.). An analysis of the current literature can be 
a meta-analysis, a review, or a systematic review. Most 
randomized trials are superiority trials, aiming at veri-
fying whether a treatment is superior to another one; 
recently, equivalence or noninferiority trials have been 
introduced, aiming to verify whether a new treatment, 
less expensive or with fewer side effects, is equivalent 
or noninferior to the old treatment.

3. Authors and years: they comprise the names of the 
authors and the year of publication of the study.

4. Sample size: it should be large enough to achieve a 
sensible power in order to detect a minimal “clini-
cal significant” difference.

5. Magnitude of the benefit: it represents the degree of 
the benefit, in terms of standard deviations (SD) of the 
results: it is high when it is more than 1 SD, intermedi-
ate when it is comprised between 0.5 and 0.9 SD and 
is low when it is comprised between 0.2 and 0.4 SD.

6. Measurement used to report results: it can largely 
affect the willingness to prescribe among family 
physicians. The most widely used are:

Relative risk or relative risk reduction.
Absolute risk reduction (ARR): it consists of the 

difference in percentages from the control group that 
reached a specific end point (control event rate) and 
the percentage of subjects in the test group that reached 
the same end point (test event rate).

Number needed to treat (NNT): it is the number of 
patients who need to be treated in order to prevent 
one additional bad outcome (death, major cardiovas-
cular event, etc.); in other words, it is the number of 
patients who need to be treated for one to obtain a 
predefined benefit compared with a control in a clini-
cal trial. It is defined as the inverse of the ARR. The 
ideal NNT is one, where everyone improves with 
treatment and no one improves with control. The 
higher the NNT, the less effective is the treatment. 
Indeed, an Italian study [12] showed that the willing-
ness to prescribe was much higher when the results 
were reported as relative risk reduction (34.1%) and 
much lower when the number need to treat (n = 71) or 
the ARR (1.41%) was used.

1. Comments
2. Quality of the study: for instance, the Jadad Score 

[56] is widely used to evaluate clinical trials

The Jadad Score is an instrument that allows to evalu-
ate the quality of different studies.

It gives a point ranging from 0 to 5 in evaluating 
seven items: the first five items indicate a good quality 
of the study; the last two indicate a poor quality of the 
study. For every positive study characteristic a point 
(+1) is assigned, while for every negative characteris-
tic a point is deducted (−1) (Fig. 10.1).

It ranges from 0 (bad study) to 5 (optimal study)

Evaluation of randomized clinical trial
(Jadad score)

+1) The study is randomized

+1) The method of randomization is described and is
      appropriate (e.g., casual numbers from tables or
      computer assisted)

+1) Description of reasons of loss to follow up

+1) The study is in double blind

+1) The method used to apply the blinding is described and it
     is appropriate

−1) The method used to apply the blinding is described and it
     is appropriate (e.g., placebo per os and drug by
     intravenous administration)

−1) The method of randomization is not correct ( e.g.,
     random allocation by date of birth or hospital number)

Fig. 10.1 The Jadad score
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Positive characteristics are:

Patients randomization: was the study described as •	
randomized (this includes words such as randomly, 
random, and randomization)?
Correct choice and description of the randomization •	
method: was the method used to generate the sequence 
of randomization described and appropriate (table of 
random numbers, computer-generated, etc.)?
Double blind clinical trial: was the study described •	
as double blind?
Correct and described performance of the blinding: was •	
the method of double blinding described and appropri-
ate (identical placebo, active placebo, dummy, etc.)?
Predefined description of lost to follow-up: was •	
there a description of withdrawals and dropouts?

Negative characteristics are:

Not correct choice of the randomization method: •	
deduct one point if the method used to generate the 
sequence of randomization was described and it was 
inappropriate (patients were allocated alternately, or 
according to date of birth, hospital number, etc.).
Not correct blinding allocation: deduct one point if •	
the study was described as double blind, but the 
method of blinding was inappropriate (e.g., com-
parison of tablet vs. injection without employing 
the double dummy technique).

Once we have understood the number and the impor-
tance of evaluation methods in clinical research, we 
have to move into meta-analysis which is the main part 
of EB movement.

10.3  Meta-Analysis as a New Approach 
in Clinical Research

Meta-analysis is a secondary instrument of research 
aimed to summarize data from various instruments of 
primary research, in particular from clinical studies.

Precisely, it consists of a series of mathematic- 
statistical methods designed to integrate the outcomes 
derived from clinical studies, with the goal of obtain-
ing a unique quantitative evaluation index to draw 
 conclusions stronger than those retrieved from every 
single study.

Meta-analysis has become popular in the medical 
research field where the available information is gener-
ally the result of various clinical researches, designed 
with similar protocols.

Some studies are often always limited when consid-
ered individually, either in the numerosity or in the 
definition of goals, in order to obtain crystalline con-
clusions, and above all, generalized statements in rela-
tion to the effect of the treatment. The possibility 
to gather results from various studies represents an 
interesting alternative approach that strengthens our 
knowledge on the effect of the treatment. Let us check 
some examples of meta-analysis in the medicine and 
dentistry fields.

10.3.1  Thrombolytic Therapy and 
Lidocaine in Myocardial Infarction

One of the main examples of the impact of meta-anal-
ysis is, for instance, the debate on the use of throm-
bolytic therapy in myocardial infarction. The large 
volume of published randomized, controlled trials has 
led, in fact, to a need for meta-analyses to track thera-
peutic advances in this field, in order to look at trends 
in efficacy and to determine whether this treatment 
appears to be significantly effective or deleterious. The 
investigators conducted the first RCT of thrombolytic 
therapy in the late 1950s, enrolling 23 patients and 
finding approximately half the number of deaths in 
treated patients as in control patients. With this very 
small sample size, the confidence interval (CI) was 
extremely wide. With the further advent of new trials 
in the 1970s and with the randomization number of 
over 2,500 patients, the CI no longer overlaps the line 
of no-effect, suggesting therefore that chance is no 
longer an explanation of the differences between treat-
ment and control. By 1990, with the randomization of 
nearly 50,000 patients, the CI around the odd ratios of 
approximately 0.75 (an odds reduction of 0.25) are 
very narrow (Table 10.1).

As the evidence was accumulating that thrombolytic 
therapy was working, a considerable variability in 
expert opinion still existed. A consensus for adminis-
tering thrombolytic therapy was not reached before 
1990 (Table 10.2).

The opposite example regards the use of prophylac-
tic lidocaine to prevent lethal ventricular arrhythmias 
in patients presenting with myocardial infarction.

Here the randomized trial evidence never supported 
therapy (Table 10.3), and in fact, suggested a possible 
increase in mortality. Nevertheless, some experts con-
tinue to recommend this practice until almost 1990 
[67] (Table 10.4).
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As regards myocardial infarction, fibrinolytic ther-
apy would have been adopted and lidocaine would have 
been abandoned 10–15 years before if meta-analysis 
had been adequately recognized, allowing thousands of 
patients to benefit a more effective and secure therapy.

10.3.2  The Impact of Polyol-Containing 
Chewing-Gums on Dental Caries

Some meta-analyses have also been conducted in den-
tistry. Their role is to try to achieve some evidences 
from different studies executed in different centers in 
order to answer a common clinical question. Once a 

question is answered with a strong methodological 
base, it is time to stop searching in this context and to 
move on daily clinical practice. Our case deals with a 
recent meta-analysis conducted on the impact of sugar 
substitutes (called polyols) on dental caries [5].

It is important to affirm that dental caries in the United 
States is considered the most common chronic child-
hood disease and that more than 90% of children have 
experienced caries at some point in their lives [42, 75].

Many preventive programs (individual hygiene pro-
cedure and dental office procedure) have been devel-
oped and a reduction of overall caries burden could be 
more beneficial from a public health perspective [9].

Also, lots of studies have been executed on the 
effect of sugar substitutes known as “polyols” or “sugar 
alcohols” that are nonfermentable sugars commonly 
used in chewing-gum (xylitol, sorbitol, mannitol). 
Typical meta-analysis methods have been used to 
retrieve and evaluate the type and quality of studies. 
From a starting number of 231 eligible articles,  
19 articles were finally selected for this meta-analysis. 
At the end of their analysis, they conclude that polyol-
containing chewing-gum does reduce dental caries. 
Even if some gaps in literature are still present around 
dose-response relationship and the efficacy of different 
polyols, there are some consistent evidences to support 
the use of xylitol and sorbitol-containing chewing-gum 
as part of normal hygiene to prevent dental caries.

As we can see this is not only important for the indi-
vidual patient, but also, and most importantly, for a pos-
sible reduction of these lesions in general population 
with lots of benefits for public health care services. Such 
kind of answer must be obtained only through the meta-
analysis of well-designed and well-conducted studies.

Despite these positive examples, there are some 
concerns about the utility of meta-analysis regarding 
different points: there are few doubts about the fact 
that putting together results derived from different 
studies may give serious problems as regard the inter-
pretation and methodological issues. As far as end 
points and study design are concerned, we will often 
have to analyze and interpret results obtained from 
numerous dissimilar studies. For instance, not all stud-
ies will be able to give the same input on the definition 
of treatment efficacy, while some will be underpow-
ered due to the low number of treated patients or the 
loss of them during follow-up.

One of the most difficult issues is to try to give the 
correct importance to different results coming from 

Years Number 
of trials

Number of 
patients

p value

1960–1970 4 316 n.s.

1970–1980 19 5,451 <0.01

1980–1990 47 42,387 <0.00001

Table 10.1 RCTs on thrombolytic therapy

Years Not 
mentioned

Experimental 
therapy

Routine/
specific

1960–1970 26 0 0

1970–1980 35 4 1

1980–1990 21 17 40

Table 10.2 Textbook/review recommendations on thrombolytic 
therapy

Years Not 
mentioned

Experimental 
therapy

Routine/
specific

1960–1970 5 0 21

1970–1980 6 1 31

1980–1990 16 1 75

Table 10.4 Textbook/review recommendations on prophylactic 
lidocaine

Years Number of 
Trials

Number of 
patients

p value

1960–1970 0 0 n.a.

1970–1980 12 1,986 n.s.

1980–1990 3 6,759 n.s.

Table 10.3 RCTs on prophylactic lidocaine
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similar studies that have identical end points but differ-
ent conclusions.

Now we are going to accurately analyze the way 
meta-analyses are composed, and what is EB move-
ment’s basic process.

10.4  Randomized Clinical Trials (RCT) 
and Their Role in Medicine 
Progress

The strengths of EBM movement have been to try to 
give biology and medicine a more predictable approach, 
providing clear answers to open-ended questions.

In medicine and dentistry, learning and acquiring 
professional competences have been once based on 
experts’ word (e.g., various specialists’ personal expe-
rience, reference books, congress cultural exchanges). 
The non-systematic observations based on clinical 
experience were thought to be valid in order to form 
our knowledge on prognosis, diagnosis, and effective-
ness of treatment.

The knowledge of the biological and physiological 
mechanisms, the good sense, and the clinical experi-
ence seemed to be sufficient in order to guide the spe-
cialist in clinical and the evaluation of new therapies or 
diagnostic techniques.

The field experts had to produce for consensus the 
guidelines for the treatment and the diagnosis of sev-
eral pathologies.

With the advent of EBM, all has changed: the 
importance of the personal experience has been lim-
ited and it has been proposed that the decisions and the 
knowledge about diagnostic tests, prognosis, and treat-
ments had to be based on all validated and statistically 
significant data derived from well-designed studies. 
The clinical experience was still fundamental; how-
ever, the clinical observation had to be made in a sys-
tematic, reproducible, and quantitative way (research 
methodology).

The knowledge of the biological mechanisms is 
necessary, but not sufficient to foretell the “best” clini-
cal practice at our time in which new mechanisms of 
molecular biology always widen our knowledge on dis-
eases on the basis of patients’ characteristics. Formation 
and medical practice must not only be based, therefore, 
on the doctor’s ability to retrieve the information on the 
best possible EB on the most important results of 

clinical research, but also on the ability to consult the 
medical literature and databases for dealing those cases 
that go far beyond clinical routine.

In particular, EBM’s efforts focused on three funda-
mental points such as:

Searching the information with the maximum •	
efficiency.
Interpreting the articles that bring back the inform-•	
ation.
Estimating validity.•	

Above all, for an efficient research of the information, 
EBM makes reference to research via scientific and 
computer science articles taking advantage of data col-
lection, like Cochrane Collaboration, Embase, and 
Medline.

The main topic of EBM literature consists of therapy 
rather than diagnosis. The therapeutic procedures (drugs, 
surgical techniques, etc.) must always be estimated 
through RCTs, while the consequent meta-analyses 
quantitative and qualitative synthesis of multiple RCT.

These are RCTs, that is, extremely common scien-
tific experiments performed on man in order to esti-
mate the effectiveness of new instruments, drugs, or 
techniques, in respect of those used once in clinical 
practice, which represented the “gold standard.” In 
RCTs, a comparison between gold standard and inno-
vative therapy was studied to determine the most effec-
tive treatment.

RCTs are used in all scientific research fields; they 
are experimentations, in which the investigator pro-
poses to the patient through an informed consent the 
possibility to be involved in a study to improve thera-
peutic results or to reduce the side effects of a specific 
treatment. Consequently, positive perturbations such 
as therapeutic, preventive, and rehabilitative interven-
tions can be performed.

It is important to affirm that before any clinical trial 
is carried out, result of nonclinical investigations or 
previous human studies should be sufficient to indicate 
that the drug is acceptably safe for the proposed inves-
tigation in humans [55].

RCTs are carried out in dentistry as in any other 
medical specialty. In this case, RCTs are a guarantee of 
an advanced quality of result that will further be evalu-
ated. They are structured in the same way, although the 
patients’ recruitment phase and the collection of a high 
and statistically significant number of patients turn out 
to be more difficult.
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The necessary number of RCT participants is deter-
mined through a statistic analysis before the beginning 
of the study based on the primary goal to reach and the 
quantification of a possible increase of the benefit in 
order to assure a statistic significance to the study.

The main characteristics of RCTs are (Fig. 10.2):

There are two or more groups of study: Test group •	
(new therapy) and Control group (placebo or gold 
standard therapy).
Participants are randomly distributed in Test and •	
Control groups in order to reduce the influence of 
known or unknown confusing factors.

This allows to increase the probability that the two 
groups are similar and that possible differences in 
study outcomes are due only to the type of procedure 
that has been attributed to the patient and not to known 
or unknown disease characteristics that they are canted 
in a group of treatment.

Other characteristics of RCT studies are perspec-
tive longitudinal design of the study, the necessity of 
an ethical committee approval, and beyond the neces-
sity of having the patient’s informed consent of as 
mentioned above.

RCT studies should be used in cases in which drug 
effectiveness, surgical techniques, screening interven-
tions, sanitary education, and health care system orga-
nization are evaluated.

According to the degree of the staff’s knowledge of 
participant distribution into Test and Control groups, it 
is possible to distinguish four RCT types:

Open RCT: both the subjects and the clinicians •	
know which group participants belong to.

Single blind RCT: only the clinicians know which •	
group participants belong to.
Double blind RCT: only the staff involved in the •	
randomization procedure know which group par-
ticipants belong to through a code, but neither the 
clinicians who execute the procedure nor the 
patients know the type of treatment.
Triple blind RCT: only the staff involved in the ran-•	
domization procedure know which group partici-
pants belong to through a code, but neither the 
clinicians who execute the procedure, nor the 
patients nor those who analyze the outcomes know 
the type of treatment.

In the hierarchy of evidence that influences health care 
practice, RCTs are largely considered to be the top 
individual unit of research. They are considered the 
most reliable form of scientific evidence because they 
eliminate spurious causality and bias.

One example of a very important RCT is the one 
regarding the use of hormone replacement therapy 
(HRT) in postmenopausal women that was thought to 
reduce cardiovascular diseases, and indeed, was found 
not only to increase these issues, but also and more 
dramatically to increase the risk of breast cancer.

10.4.1  Hormone Replacement  
Therapy (HRT)

Despite decades of accumulated observational evidence, 
the balance of risks and benefits for hormone used in 
healthy postmenopausal women remained uncertain, 
and in common clinical practice, a wide use of such 
therapy was administered without any real EB data.

To assess the major health benefits and risks of the 
most commonly used combined hormone preparation 
in the United States, a randomized trial was finally 
 performed. Overall health risks exceeded benefits from 
the use of combined estrogen plus progestin for an aver-
age 5.2-year follow-up among healthy postmenopausal 
US women as recently reported by Rossouw et al. [78] 
in their analysis of data from Women’s Health Initiative 
randomized controlled trial.

Thus, in today’s health care system, all the new pro-
cedures must have been previously estimated through 
RCTs to be approved and be applied in clinical prac-
tice. Such studies are used in order to determine not 
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Fig. 10.2 Description of RCT design
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only the effects of a therapy, but also to detect and 
underline possible side effects.

10.4.2  RCT: What they Can Say and What 
they Cannot Say. Are Observational 
Studies Still Needed?

The onset of EB has generated many criticisms: too rigid, 
and not able to fit medical flexibility for the complexity 
of the subject as well as for cultural and ethical reasons.

One of Smith and Pell’s famous articles clearly 
explained this EB question. A systematic review on the 
parachute effect in preventing death and major trauma 
related to gravitational challenge using EBM instru-
ments was performed [88]. Obviously, there were no 
publications available in Medline, Embase, and Cochrane 
Library databases and the outcomes were considered 
insignificant; the authors ironically declared that the 
parachute was not safe enough to be widely used, since 
there were no RCTs present in Literature. In addition, 
the strongest advocates of EBM movement were invited 
to take part in a randomized, placebo-controlled, cross-
over, double blind trial on the use of parachute. This 
would have for sure resulted in a disaster; other types of 
experimental studies exist for such purpose.

Scientific studies can be led as experiments or obser-
vations. In the first case, the researcher will establish 
the parameters of the study, while in the second case the 
researcher works only as an observer. Transversal or 
longitudinal studies determine the duration of the study. 
As regards, longitudinal studies can be carried out on 
the basis of previously existing data (retrospective stud-
ies) or data collected over time (prospective studies).

The so-called observational studies are based on the 
researcher’s external observation of reality in which 
potentially harmful etiologic factors are investigated, 
such as  bad habits (alcohol, smoke, etc.) and precarious 
environmental conditions (X ray, passive smoke, etc.). 
There is no sample randomization, but self-selection.

In EBM movement, observational studies have a 
minor evidence value and can be classified in:

1. Study group or cohort (or prospective). Two groups 
are confronted: the study group is exposed to treat-
ment/causal agent, while the second group is that of 
control. Both groups are followed over time (pro-
spective study) in order to detect the incidence of a 
pathology.

2. Case/control study (or retrospective). Two groups 
are controlled: one is affected by a pathology, while 
the other is not. Both groups are estimated on the 
base of the collected data in the past (retrospective 
or historical study) in order to discover an eventual 
causal agent of the pathology.

3. Cross-sectional studies (or of prevalence). The obser-
vation is limited to a determined period of time.

In this type of observational studies, drugs are pre-
scribed according to the officially-registered commer-
cial purpose. The patient’s assignment to a specific 
therapeutic strategy is not decided in advance by an 
experimental protocol, but belongs to routine clinical 
practice. The decision to prescribe drugs does not 
depend on the patient’s inclusion in the study. No addi-
tional diagnostic or monitoring procedure is applied to 
the patients, while epidemiological methods are used 
for the analysis of the collected data (in compliance 
with the Italian law: Law Decree 24 June 2003 no.11).

To be considered as observational studies, drugs 
must satisfy the following conditions:

1. The drug must be prescribed according to the offi-
cially-registered commercial purpose.

2. The prescription of the drug under investigation 
must be part of the routine clinical practice.

3. The decision to prescribe the drug to the subject 
must not depend on the patient’s inclusion in the 
study (where possible).

4. The diagnostic and assessment procedures must cor-
respond to the common practice (in compliance with 
the Italian Law: Gazzetta Ufficiale n.76 of – the 
31/03/2008 AIFA – Determination 20 March 2008).

From this dissertation we clearly understand that 
observational studies guarantee a minor level of evi-
dence. Therefore, are observational studies still neces-
sary? Let us now see some examples both in medical 
and dental fields in order to answer this question.

10.4.2.1  Smoking

Can we perform a clinical controlled experimentation on 
active smoking subjecting two samples accurately selected 
and randomized to an intense and long-lasting exposure 
in order to estimate the pulmonary consequences?

It is clear that no study of this type could be per-
formed since our ethics forbids it. How could we 
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intentionally expose a patient to such risky and well-
known carcinogenic factor?

For example, the studies linking smoking with lung 
cancer were bitterly criticized by “conventional” research-
ers who were not willing to accept evidence from studies 
where the exposure had not been randomized [74, 91].

10.4.2.2  Caries Lesions and Mutans 
streptococci Infection

Also, in dentistry, it seems difficult to be able, for 
example, to perform RCT on the correlation between 
caries and diet or daily habits; we cannot imagine a 
study in which a population is subjected to an intense 
and frequent carbohydrate daytime exposure and 
another population in which such exposure is simply 
absent, that is, ineffective from the caries point of view. 
Undoubtedly, we would worsen the oral health of the 
study group intentionally, obtaining outcomes not so 
different from those derived from longitudinal or retro-
spective observational studies [58].

It is therefore important to affirm that even if the 
reliability and the importance of RCTs as a model of 
research from a methodological point of view are 
undeniable, they are not universally applicable in med-
icine. Indeed this field requires a certain degree of flex-
ibility in order to adapt to a myriad of not only 
biological, but also cultural and deontological vari-
ables, which are hardly compatible with such a rigid 
and unmodifiable method as RCTs.

Even though observational studies constitute a 
lower level of evidence for EBM purists, these studies 
should be promoted in surgery as a source of evidence 
along with the development of standards for meta-
analyses of nonrandomized studies [107].

It has been shown that high-quality nonrandomized 
(observational) studies and high-quality RCTs can 
produce similar answers [8]. Despite the fact that clini-
cal surgical research is mainly based on nonrandom-
ized studies, there is no agreement on the methodological 
standards for such studies [28, 87].

Few attempts have been made to develop instru-
ments allowing surgeons to evaluate published nonran-
domized studies, and thus, quantify the strength of 
their results before applying their conclusions to “indi-
vidual patients.”

A systematic review [59] showed that study esti-
mates of effectiveness may be valid in this case if 

confounding factors are controlled for, but a formal 
agreement on the standards of nonrandomized studies 
and meta-analyses of such studies is needed.

10.5  “Best Available Research Evidence” 
in the Field of Dentistry

EBD is an approach to oral health care that requires the 
judicious integration of systematic assessments of clini-
cally relevant scientific evidence, relating to the patient’s 
oral and medical condition and history, with the den-
tist’s clinical expertise and the patient’s treatment needs 
and preferences. EB care is now regarded as the “gold 
standard” in health care delivery worldwide [2].

But how can we reach this evidence in the dental 
arena?

Niederman [71] proposed in 1998 the following 
simple but simultaneously clear example:

“Professional or home bleaching can be a solution 
when aging is responsible for yellowed teeth.”

Problem: yellowed teeth due to aging...•	
Procedure: ...professional bleaching...•	
Comparison: ...or indicate a home bleaching...•	
Result: ...to whiten teeth.•	

Once the problem has been defined, the solution must 
be searched in literature.

As already said, EBD is based on the information 
available online. As regards, there are some websites 
that deal with EBD. Among these, some databases can 
be used for retrieving information:

1. EviDents [48] is an EBD browser developed by the 
Forsyth Institute of Boston, in association with 
PubMed databases. This system is very practical 
since the clinician can formulate the problem and 
select the specific clinical field, the age range, 
Public Health studies, or Systematic reviews, to 
identify a solution. Furthermore, the clinician can 
focus his own research on diagnosis, Prognosis, 
treatment, and so on.

2. The US National Library of Medicine [65] allows 
an easier research thanks to RCT filters. The infor-
mation is already selected and displays clinically 
 relevant  articles. PubMed is the most widely-used 
clinical basis worldwide. The website also offers a 
filter designed for the research of clinical study cat-
egory, that is, systematic reviews [53].
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3. The Cochrane Library: [104] Cochrane is an 
International Organization made of 50 staff groups 
(over 11,500 people) and dedicated to the system-
atic collection of research information on the effects 
of health care interventions in order to: (1) make 
this information rapidly and conveniently available 
to the largest number of people; (2) put this infor-
mation in a more comprehensive perspective; and 
(3) carry out research on methodologies to improve 
systematic review. The Cochrane collaboration is 
committed: (1) to find the best way to make this 
information available; and (2) to do so in a way that 
helps those who have to make decision both for 
individuals and populations.

The Cochrane Library includes 3,625 systematic 
Cochr ane revisions, and it is widely consulted all over 
the world, especially in English-speaking countries 
(Fig. 10.3). The Organization has officially created a 
group of study specialized in oral health in 1994 (man-
aged by Prof. Shaw at Manchester University Hospital), 
which produces systematic reviews about diagnosis, pre-
vention, and therapy of oral and maxillofacial diseases.

4. Best evidence [46].
5. Guidelines [105] where treatment protocols can be 

found.

There are also browsers specialized in meta-analysis:

1. Sum search [51]
2. TRIP (turning research into practice) database [54]

3. EBM resources at Healthweb [47]
4. EBM metasite [50]

There are reviews that gather many studies considered 
relevant in terms of evidence.

EBD [•	 52]
•	 Journal of EB dental practice

Peds critical care medicine [•	 49]

The goal of all those websites is to produce and spread 
sound knowledge derived from gold standard research 
methodology that insures a high level of quantitative 
and qualitative clinical outcomes.

In developing appropriate treatment plans, den-
tists should combine the patient’s treatment needs 
and preferences with the best available scientific evi-
dence, in conjunction with the dentist’s clinical 
expertise. To keep pace with other health professions 
in building a strong EB foundation, dentistry will 
require significant investments in clinical research 
and education to evaluate the best currently available 
evidence in dentistry and to identify new informa-
tion needed to help dentists provide optimal care to 
patients [10].

10.5.1  How Evidence-Based Dentistry 
(EBD) Has Changed Clinical Practice

The American Dental Association defined EBD as an 
approach to oral health care that requires the judicious 
integration of systematic assessments of clinically rel-
evant scientific evidence relating to patients’ oral and 
medical condition and history, along with the dentists’ 
clinical expertise and the patients’ treatment needs and 
preferences [4].

Information derived from clinical trials is consid-
ered more reliable than information based on intuition, 
authority, or custom. There is a hierarchy when con-
sidering the levels of evidence (LOE). Systematic 
reviews of randomized controlled trials are considered 
to be at the highest level, whereas expert opinion is 
considered the lowest level of evidence [34]. This is 
only partially correct from our point of view.

Dentistry is a special field where the best evidence is 
not always applicable to the single patient. As the base 
of our work, we must align to protocols and guidelines 
for therapies and prognosis, but we also have to consider 

USA United Kingdom
Netherlands
Taiwan
Japan

Sweden
Germany
Australia

Canada
Italy
Norway

Fig. 10.3 Access on Cochrane database in 2008
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patient’s preferences and values as well as costs and per-
sonal esthetic sense both for us and the patient.

This is important in order to prevent a phenomenon 
known as physician-induced demand [41, 70].

This may be exemplified by a case of a patient with 
four asymptomatic impacted third molars. Of the oral 
surgeons consulted, all of whom were working under a 
fee-for-service plan, 80% recommended the removal 
of all four teeth compared with 45% of general dentists 
working under a fee-for-service plan, and 27% of gen-
eral dentists working under a capitation plan.

With the intention to turn over a new leaf, we go 
through the field of EBID and the decision itself has a 
great importance in everyday practice. A model for the 
factors influencing decisions in healthcare was 
described in 2000 by Chapman and Sonnenberg [17] 
and has been adapted to discuss decision-making in 
dentistry. The decision-making model describes two 
major components, the normative and the descriptive, 
which are involved in decision-making (Fig. 10.4).

The normative aspect of decision-making relies on 
quantitative information derived from systematic 
reviews and predictive models on the probabilities and 
uncertainties of treatment outcomes. Clinical out-
comes, such as survival of a tooth or success of a res-
toration, are assessed on the basis of the utility they 
offer to the patient and their costs. Normative analyses 

allow quantitative comparisons of alternative therapies 
and can identify optimal treatments for multiple attri-
butes. The descriptive aspect in decision-making 
involves cognitive processes and biases of both provid-
ers and patients that translate the normative informa-
tion into clinical action. Decision-making in health 
care occurs at three broad levels: the level of lawmak-
ers and governmental regulators, the level of insurance 
plans that determine coverage and reimbursement for 
healthcare, and provider and patient’s levels [34].

Thus, we enter in the field of EB practice. This term 
is defined as the conscientious, explicit, and judicious 
use of current best evidence in making decisions about 
the care of individual patients. It is currently defined as 
integration of best research evidence with clinical 
expertise and patient’s needs.

This is the secret to obtain real answers. In our opin-
ion best research evidence refers to clinically relevant 
research, especially from patient-centered clinical 
research. Clinical expertise is the ability to use clinical 
skills and experience to rapidly identify each patient’s 
unique health state and diagnosis, individual risks and 
benefits of potential interventions, and personal values 
and expectations. Patient’s values refer to unique prefer-
ences, concerns, and expectations that each patient brings 
to a clinical encounter and that must be integrated into 
clinical decisions if they are to serve the patient [37].

Expert opinion
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Fig. 10.4 Overall scheme 
of dental decision-making 
(adapted from Chapman 
and Sonnenberg [17]). The 
normative components of 
decision-making are 
marked in blue and the 
descriptive components are 
marked in red
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The results of systematic reviews of databases 
referred to dental care have to be considered from this 
point of view.

10.6  Problems in Applying EBM  
to Surgery: Performing Surgical 
Procedure is Different  
from Administering Drugs

Even if EB movement has widely spread over the last 
years, some researchers do not agree to consider this 
scientific movement as entirely positive. As regard the 
fact that Holmes et al. compare EBM with fascism in 
their article is a clear demonstration. They affirm that 
EBM has had an evolution that corresponds to that of a 
microfascism: EBM has been colonized (territorial-
ized) by an all-encompassing scientific research para-
digm – that of postpositivism – but also and foremost 
in showing the process by which a dominant ideology 
comes to exclude alternative forms of knowledge, 
thereby acting as a fascist structure [43]. In fact, per-
haps the comparison remains excessive since EBM has 
met considerable success in scientific research and lit-
erature. However, 96% of the articles do not satisfy the 
inclusion criteria of the EB research [95].

What is the meaning of this datum? Does it imply 
that only 4% of articles are significant because they are 
correctly executed? That 96% of studies conducted in 
medical research are not reliable?

Surgery (and dentistry) allows us to understand this 
methodological problem in the field of research and is 
always considered a qualitatively lower branch com-
pared to medicine, for the humble origins of its tradi-
tion. Extraordinarily effective in its convenience, the 
ancestral art-surgery has always been limited to a sub-
ordinate role compared to medicine.

Also, while on the one hand, in all ancient civiliza-
tions the professional medical figure was represented 
by the noble priest, the astrologer, the philosopher or 
the esoteric magician, shaman, sorcerer, on the other 
hand, there was the surgeon. The latter belonged to 
some vulgar category even if he could treat some dis-
eases and explain many of them. Many doctors do not 
like the idea of treating patients soiling one’s hands 
(the word “surgery” comes from Greek words cheir 
(hand) and ergon (work), i.e., handiwork): a drug 
administration is more elegant than a surgical 

 procedure. However, surgical procedures and drug 
administration are different.

What are these differences and how can they be 
associated with the EB method? Various articles in lit-
erature were run on this subject. In 1996, Horton com-
pared surgical research to comic opera [44]. 
Experimental studies (RCTs or quasi-RCTs) that con-
stitute the base of EBM are scarce in surgery even if 
surgeons are publishing them in increasing numbers 
[86]. In 1990 the surgical RCTs were the 7% of pub-
lished articles, and most of them were retrospective or 
case series [89].

A more recent review showed that only 3.4% of all 
publications in the leading surgical journals are RCTs 
[101]. Thus, we have to affirm that surgical RCTs or 
meta-analysis remain scarce. Most available evidence in 
the field of surgery comes from “nonexperimental” stud-
ies (i.e., nonrandomized studies, case-control or cohort 
studies, and qualitative or narrative reviews, in contrast 
to quantitative reviews or meta-analyses), leading obvi-
ously to a lower level of evidence on the scale estab-
lished in the original definition of EBM [85] (Fig. 10.5).

In addition, several studies according to multiple 
specialties were concordant to show that methodologi-
cal issues such as the technique of randomization, 
unbiased assessment of endpoints, blinding, and pro-
spective estimates of sample size were lacking in many 
trials [22, 38,93,102].

Because surgical intervention is not like a pill, sur-
gical field has some difficulties that are unique.

Such difficulties related to RCTs in surgery are 
mainly the feasibility of randomization (ethical issues, 
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emergency setting, palliative care), the learning curve, 
standardization of the procedure, and the problem of 
poor surgical performances and patients’ and surgeons’ 
equipoise [64].

Even though this problems could be overcome and 
more RCTs performed, 60% of surgical question could 
not be answered by an RCT [90].

In this view, we have to consider the difficulty based 
on clinical decision on RCT, most/above of all in the 
field of surgery. Most clinical decision in the “real world” 
remain based on clinical judgment and expertise, the 
results of nonrandomized studies, and even the influence 
of opinion leaders [106]. Randomized trials often include 
“reliable” hard data that can be used to interpret the 
results in a homogeneous population. In contrast, a “good 
clinician” uses other “soft” data that can be omitted in 
RCTs (severity of symptoms, severity of comorbidity, 
socioeconomic conditions) for clinical decisions about 
prognosis, diagnosis, or treatment. Such data are not 
always taken into account in EB practice guidelines [3].

In this view, we can affirm that nowadays, well-
designed nonrandomized studies could be a good alter-
native to RCTs in such areas in which it is impossible 
to apply RCTs [85]. RCTs themselves must be 
improved developing education in clinical epidemiol-
ogy, developing alternative methods of randomization, 
and encouraging whenever possible blinded observers, 
in particular in this field where the double blind is 
impossible to create.

Only in this way we can develop an EB surgery that 
will prove to be more than a passing fad [11].

10.6.1  An Example of Discrepancy 
Between Surgical Experience  
and Evidence-Based Review: 
Extension of Lymphadenectomy  
in Gastric Cancer Surgery

Up to now, EBM has appraised the surgical literature 
by taking into account the quality of the study design, 
while the quality of surgical procedures was largely 
overlooked.

This attitude has led to a failure, when extended 
(D2) and limited (D1) lymphadenectomies were com-
pared in gastric cancer surgery. A Cochrane review 
[62, 63] concluded that “randomized studies show no 

evidence of overall survival benefit” after extended 
lymphadenectomy (D2), “but possible benefit in T3 
tumors. These results may be confounded by surgical 
learning curves and poor surgeon compliance.”

These results were largely based on the Dutch [14, 
15] and British [23, 24] clinical trials. These trials 
required great efforts and recruited a large number of 
patients, but, nevertheless, presented a rather low sur-
gical quality, as outlined by the Cochrane reviewers 
themselves. Indeed, the trials were performed by sur-
geons without specialist training in extended lymph-
adenectomy, performing less than five interventions 
per year. The limited surgical experience yielded a 
very high postoperative mortality after extended 
lymphadenectomy (9.7% in the Dutch trial and 13.5% 
in the British trial), a high percentage of splenectomies 
(37 and 65%, respectively), and pancreatectomies (30 
and 56%), and a low number of nodes retrieved (median 
of 17 nodes in the British trial).

In the Cochrane review, the Japanese literature was 
excluded for methodological reasons. As pointed out 
by two coauthors of the present chapter [26], this exclu-
sion, although justified from a methodological point of 
view, hindered a lot the development of knowledge. 
Indeed, at present the Japanese experience in gastric 
cancer is a kind of benchmark for surgeons throughout 
the world. In Japan, the incidence of gastric cancer is 
particularly high, with about 100,000 new cases per 
year. Mortality after D2 dissection is less than 2% in the 
nationwide registry [35] and less than 1% in specialized 
institutions [81], and the median number of retrieved 
nodes is 54. In Japanese gastric cancer patients, overall 
5-year survival has impressively increased during the 
last three decades, achieving the 74% [69], which is 
three-fourfolds higher than 5-year survival recorded in 
Italy in 1993-96 (20% in men and 23% in women) [6]. 
In European studies [14], Japanese surgeons are often 
invited to supervise surgical procedures. Indeed, it is 
extremely difficult to ask Japanese surgeons, in whose 
series postoperative mortality is only 1–2%, to believe 
in randomized clinical trials, where postoperative mor-
tality peaks to 10–14%, irrespectively of methodologi-
cal quality of those studies [98].

Unfortunately, while criteria to evaluate the quality 
of the study design (selection criteria, randomization, 
blindness, etc.) are well established, indexes of surgi-
cal quality have not been agreed upon [98]. To bridge 
this gap, some coauthors of the present chapter recently 
proposed the following indexes of surgical quality in 
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gastric cancer surgery: number of retrieved nodes, 
avoidance of concomitant spleno-pancreasectomy, 
postoperative morbidity and mortality [98].

Meanwhile, the balance between D2 and D1 lymph-
adenectomy has changed in favor of D2. Indeed, a new 
randomized trial, performed in Taiwan [103], showed 
a mild but significant survival advantage after D2 with 
respect to D1; 5-year survival was 59.5 and 53.6%, 
respectively (p = 0.041). Moreover in the Dutch trial, 
11-year survival was significantly higher after D2 than 
after D1 (39 vs. 31%), when excluding postoperative 
mortality [40].

A reevaluation of these trials was reported in a 
paper recently published in the New England Journal 
of Medicine, whose first author was Sasako, the 
Japanese surgeon who supervised the Dutch trial: The 
excessive number of early deaths in these studies 
(Dutch and British trial) may have obscured any poten-
tial difference in long-term survival between patients 
undergoing D1 and D2 gastrectomy. The Dutch trial 
was conducted in 80 hospitals, including small com-
munity hospitals, by 11 surgeons who had little experi-
ence with D2 gastrectomy before the study. The limited 
experience of the surgeons made it difficult for them to 
learn how to perform the procedure safely and effec-
tively, and the small volume of cases limited the ability 
of the hospitals to manage major surgical complica-
tions. By contrast, in a Taiwanese single-institution 
trial comparing D1 gastrectomy with D2 or more 
extensive gastrectomy, all the surgeons had performed 
at least 80 D2 procedures before participating in the 
study, and there were no deaths in either group [82].

Hence, gastrectomy with D2 lymphadenectomy is 
the standard of care for advanced curable gastric can-
cer according to the Japanese Guideline [57].

10.6.2  Limitation of EBM in Dentistry  
and Oral Surgery

It is also important to bear in mind that dentistry does not 
often interact with ideal environments such as in scientific 
studies since it deals with reality and the patients’ needs. 
It is also important to understand that the surgical and 
dental methodology can scarcely be adapted to random-
ized clinical researches. They have led to enormous ben-
efits in medicine, have defined many lifesaving strategies, 
and corrected some important research mistakes [76].

Therefore, the parachute approach, as said before, 
can be the most suitable in situation of low resources, 
both in terms of money (poor setting situations, poor 
country health plans) and poorness of research data, 
which is a common problem in the field of surgery, oral 
surgery, and dentistry. First of all, we have to assert that 
randomized, double-blinded, and placebo-controlled 
trials are the only way not only to control the biased 
investigator, but also the placebo effects. Another 
source of bias in surgical trials is the blinding of 
patients and surgeons. Unfortunately, it is not always 
possible to blind all participants as effectively shown in 
the exemplary cited trial of Majeed et al. [60] where 
the same wound dressing was used for patients who 
underwent laparoscopic and small incision cholecys-
tectomy. Especially, if the primary outcome criteria are 
not recurrence of disease or even death, but variable 
symptoms or quality of life measurements, a lack of 
blinding procedures may bias the results of these trials. 
This bias can be minimized by the assessment of the 
procedure outcome or by independent investigators. 
Furthermore, it remains difficult to standardize the 
tested surgical procedures: the latter continuously 
evolve and the complications decrease with the sur-
geons’ improving skills. As such, the results vary with 
the individual surgeon because the participating opera-
tors vary in their surgical skill and experience. All par-
ticipating surgeons should undergo appropriate training 
before the start of a randomized controlled trial to reach 
a certain minimum of standardization [13] (Fig. 10.6).

This example could explain how in all surgical 
fields it is very hard to base knowledge on data obtained 
through the Internet and databases (EBM methods) 
because of the complexity of this field where the result 
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Fig. 10.6 Differences between randomized trials for drugs and 
surgical procedures
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is usually related with some emotional, individual, and 
uncountable aspects (such as experience, anxiety, tech-
nique preferences), which could anyway be involved 
in clinical outcome.

In such a specific field, both the surgeon’s training 
and way of teaching are important. We think a strict 
collaboration between old surgeons and young sur-
geons could be useful. Richards’ study enhances the 
introduction of this concept: he thought that the learn-
ing process must be considered separately for knowl-
edge, critical appraisal skills, attitudes, and behavior. 
He considered two types of teaching models for assess-
ing learning achievement: stand-alone teaching and 
clinical integrated teaching. His study showed that 
stand-alone teaching improved knowledge but not 
skills, attitudes, or behavior, while clinically integrated 
teaching improved knowledge, skills, attitudes, and 
behavior [77].

This study confirms that teaching of EBM should be 
moved from classrooms to clinical practice to achieve 
improvements in research and clinical outcomes.

10.7  Combining EBM with Clinical 
Expertise: The GRADE System

The limits of EBM in medical and surgical fields have 
led in the last few years to a step forward in method-
ological and statistical research.

In fact, the results derived from published RCTs are 
not anymore sufficient to produce knowledge mainly 
in the field of surgery that, as we have seen, suffers 
from an impossibility of results’ standardization due to 
the dependence on the single surgeon’s skill.

Statisticians and researchers have tried to overcome 
this issue constructing a new method with the aim of 
integrating expert’s opinion, based on their long- lasting 
experience, with the accumulating data coming from 
RCTs on well-defined topics .

Here, experts (researchers, clinicians with experi-
ence, fame, and international credibility) are called to 
express themselves about focal point in terms of treat-
ments or prognostic indexes and they have to produce 
consensus report answering the following questions:

1. Is the systematic review is exhaustive and precise?
2. Does new information appeared after the end of the 

preparation work exist?

3. Are interpretation and conclusion of reviewers 
shareable?

4. What researches are still needed in the field 
 studied?

5. Are outcomes of systematic review useful for 
patients’ treatment?

In particular, the answer to point five gives the idea of 
the practical utility of the results of the studies based 
on the level of evidence defined as follows by U.S. 
Preventive Service Task Force :

(a) Strong: studies of level I
(b) Moderate: studies of level II-1 or II-2 or extrapola-

tion from level II-1
(c) Limited: studies of level II-3 or extrapolation from 

level II-1 or II-2
(d) Incomplete or insufficient: Not consistent or not 

conclusive studies of any levels, anecdotic evi-
dence or level II

We would prefer just to cite exactly what is reported in 
the website of the GRADE collaboration. Hence, this 
part should be shortened, as follows. A group was cre-
ated in the year 2000 as an informal collaboration of 
experts with the aim of challenging the lack of the 
actual classification system in the sense of  sanitary 
assistance addressing the shortcomings of present 
grading system in healthcare (http://www.gradework-
inggroup.org) Therefore, in the last decade a new 
 system to derive clinical recommendations from 
 available scientific literature has been developed, by 
taking into account both scientific evidence and experts’ 
opinion. This system is named GRADE, an acronym 
for Grading of Recommendations, Assessment, 
Development and Evaluation, and involves guideline 
developers, methodologists, and clinicians all over the 
world.

The GRADE system is based on the sequential 
assessment of:

1. Quality of evidence
2. Balance between benefits vs. risks, burden, and 

cost
3. Development and grading of a management 

recommendations

So the GRADE system utilizes both EBM and “experts” 
opinion.

This system has the main aim to overcome the 
 classical limits of EB movement by integrating the 

http://www.gradeworkinggroup.org
http://www.gradeworkinggroup.org
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information derived from studies with optimal statisti-
cal quality with experts’ opinion that can add new 
experiences. In Fig. 10.5 is shown the pyramid of EBM 
modified according to the GRADE system. It is com-
posed by LOE according to the study designs and criti-
cal appraisal of prevention, diagnosis, prognosis, 
therapy, and harm studies:

Level A: Consistent Randomized Controlled •	
Clinical Trial, cohort study, all or none, clinical 
decision rule validated in different populations.
Level B: Consistent Retrospective Cohort, •	
Exploratory Cohort, Ecological Study, Outcomes 
Research, case-control study; or extrapolations 
from level A studies.
Level C: Case-series study or extrapolations from •	
level B studies.
Level D: Expert opinion without explicit critical •	
appraisal, or based on physiology, bench research, 
or first principles.

The pyramid of EBM modified according to the 
GRADE System is slightly different from EBM classi-
cal pyramid (Fig. 10.7). In fact, even if the general 
superiority of experimental studies over observational 
studies is recognized, it is possible that an observa-
tional study is evaluated at a higher level, while on the 
contrary an experimental study is downgraded to a 
lower level.

Delphi process and Nominal (Expert) Group tech-
niques are usually utilized for the organization of the 
work done by the experts group in order to draw con-
clusions able to add and produce new scientific 
knowledge.

The Delphi method was first developed at the RAND 
Institute as an alternative to the creation of complex 
computer models of the effects of Soviet weapons 

systems [96] than was used for the first time in medicine 
in the 1970s with some articles on this issue [18, 66].

The Delphi “method” helps to find solutions to 
complex problems by increasing the communication 
inside a group (or Panel), and on the same time, by 
limiting the power of each single individual. Participants 
to the Delphi panel are stimulated to produce new ideas 
which they consider more suitable to solve a given 
problem and these ideas are subsequently diffused 
among participants to the panel, so they can reconsider 
individually their ideas, without being obliged to redis-
cuss them in front of the group.

The reproposal of strategies that were suggested by 
the panelists continues until shared opinions are 
reached. So it is easier to reach a form of consensus on 
one or more issues to a given problem, and more 
importantly, this technique avoids the possibility that 
someone prevails simply because of its personality. 
Furthermore, this Delphi “process” helps to find solu-
tions to difficult questions, also increasing the com-
munication inside a group while contemporary limiting 
the influence power of single researchers. The ultimate 
aim of this technique is to obtain and summarize the 
opinions of more experts on a given debatable 
question.

In this Delphi technique, the members of the group 
communicate by mail, E-Mail, or phone.

In the Nominal (Expert) Group techniques, the 
members of the group join together but anonymous 
notes or similar systems are utilized.

In both cases in the first part of evaluation, the 
 an on y m ity is guaranteed. Then, with the help of a coordi-
nator, the opinion of the whole group is summarized by 
expressing the grade of concordance in a numerical way.

The main phases of Delphi process and nominal 
technique are as follows:

(a) A question is formulated (or a list of questions).
(b) Members gave an opinion without telling each oth-

er. The judgment may be: “agreement, disagree-
ment, indifferent”; a priority order and a score 
 system are to be assigned.

(c) The coordinator collects and synthesizes the ex-
pressed ideas and informs the members of the 
group, also giving the score of the entire group and 
individual score in an anonymous way.

(d) Subsequently, there is a discussion (direct or indi-
rect via mail) where the members of the group give 
an overall judgment.

GRADE A

LEVELS OF EVIDENCE:

Evidence Pyramid modified

HIGHT

MODERATE

LOW

VERY LOW

GRADE B

GRADE C

GRADE D

In
cr

ea
sin

g 
Ev

id
en

ce

RCTs

Downgraded
RCTs or Upgra-

ded Observational

Well-done observational
Studies

Case series/Experts’ opinions

Fig. 10.7 The pyramid of EBM modified according to the 
GRADE system
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(e) The members of the group give a further opinion.
(f) The group rediscusses the different opinions and 

tries to arrive at an agreement. Eventual disagree-
ment points are specified.

Therefore, the GRADE system utilizes either the EBM 
approach or the opinion of experts given by a demo-
cratic approach, for example, utilizing the “Delphi 
technique.” The data accrued by this methodology can 
be synthesized with a recommendation graded as 
“strong” or “weak” depending on the cut-off arbitrarily 
set at 70% (Fig. 10.8).

GRADE is based on a well-defined stepwise 
process:

The quality of evidence is classified as high, moder-•	
ate, low, and very low, according to factors that include 
the study methodology, the consistency and precision 
of the results, and directness of the evidence.
Recommendations are developed which can be •	
either strong (“we recommend”) or weak (“we sug-
gest”), according to the balance of the benefits and 
downsides (harms, burden, and cost) after consider-
ing the quality of evidence.

“Strong recommendation” defines a decision that most 
well-informed patients would accept. Weak recommen-
dation indicates a decision generally not shared from 
the panel, which means that a majority of well-informed 
patients would accept it but a substantial proportion 
would not. Clinicians should consider its use accord-
ing to particular circumstances.

Furthermore, a “strong” recommendation cannot or 
should not be followed for an individual patient because 

of that patient’s preferences or clinical characteristics, 
which make the recommendation less applicable.

Thus, the GRADE system has several advantages:

1. The quality of evidence is graded with a transparent 
and rigorous methodology.

2. Benefits and harms of health care interventions are 
explicitly balanced.

3. Evaluation of the quality of evidence is separated 
from definition of the strength of the recommenda-
tion.

4. This separation allows to explicitly recognize that 
values and preferences, as well as clinical and social 
circumstances, play an important role in formulat-
ing practice recommendations.

The merit of GRADE is that it does not eliminate judg-
ments or disagreements about evidence and recom-
mendations, but rather makes them transparent. 
Moreover, it combines methodological rigor with 
interdisciplinary interspecialty participation.

The integration of data from systematic reviews and 
RCTs correctly set up and running with the opinion of 
experts that assess the same results seems to be the 
best technique to produce the most reliable and pre-
dictable knowledge in medical and surgical field with 
regard to diagnosis, prognosis, and treatment.

The system has been adopted by many health 
 organizations and medical societies, including the 
World Health Organization, the American College of 
Physicians, the British Medical Journal, the National 
Institute for Clinical Excellence, the American 
Thoracic Society [83], and the Endocrine Society [92]. 
Moreover, it has been employed to develop guidelines 
in the field of allergy and asthma [16] and for the man-
agement of the following disorders: severe sepsis and 
septic shock [27], thyroid dysfunction during preg-
nancy and postpartum [1], hypoglycaemic disorders 
[21], corticosteroid insufficiency in critically ill adults 
[61], and nasal congestion [97].

Moreover, the GRADE system has been used to 
evaluate symptomatic slow-acting drugs in osteoar-
thritis [73], brachytherapy in cervix cancer [99], and 
indications for labor induction [68], and to investigate 
misdiagnosis in primary care [72] and define gastroe-
sophageal reflux in the pediatric population [84].

Of course also an advanced methodology as the 
GRADE system cannot overwhelm the lack of studies 
with strong design and large sample size to produce 
reliable results [80].

Is there a majority of votes in favor of one direction
(for or against a given action)?

Are votes in the opposite direction no more than 20%

Are there at least 70%
“strong” votes?

No Recommandation

“Weak”
recommendation

“Strong”
recommendation

YES

YES

NO

NO

Fig. 10.8 Algorithm of the GRADE system
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Our experience of this practice is not widespread 
yet in the dental field; according to our experience, the 
limited number of these studies in literature is the per-
fect demonstration. A common effort to bring this use-
ful method in the field of dentistry and oral surgery 
will certainly be needed in the future. It is hard to 
retrieve results derived from important studies in terms 
of number of patients and quality of clinical outcomes 
because it all depends on the operator.

Positive outcomes will be reached only through the 
experience of few experts able to manage training and 
clinical practice for the many.

10.8  Conclusions

We give evidences, you take clinical decisions
Presentation clinical evidence, Italian version [45]

The last 30 years have witnessed large oscillations in the 
methods to produce and convey clinical knowledge that 
we have called “Pendulum of knowledge” (Fig. 10.9).

We have gone from the era of Experts’ opinion/
Authority’s Principle to the era of EBM and are now 
entering a new age where the two approaches are sub-
stantially mixed up through the GRADE system.

In the 1970s, clinical knowledge mainly resided in the 
brain of clinical experts, who had devoted their life to the 

care of individual patients. They had mainly learnt from 
their bedside experience under the guidance of their 
teachers, and likewise, passed their knowledge to their 
pupils using both verbal and nonverbal communications.

In that period exchanges between clinicians and 
researchers were limited, clinical knowledge was con-
densed in large textbooks, and there were linguistic 
barriers between countries. The progress in disease 
diagnosis and treatment was rather slow.

With the advent of English as an international 
“Esperanto” and World Wide Web, international com-
munications have been magnified and the speed of clini-
cal progress has incredibly increased, as witnessed by 
the sprout of thousands of specialized medical journals.

In the 1990s, there has been a useful reaction to the 
overpower of experts’ opinion. EBM tried to base clini-
cal practice on clear-cut evidence coming from clinical 
experiments (randomized clinical trials) and systematic 
observations. An effort was made to replace personal 
impressions with rigorous measurements, sparse observa-
tions with systematic collections of series, and observa-
tional studies with RCTs whenever feasible. This approach 
has further magnified the progress in medicine. 

In the first decade of the third millennium, a new 
approach has appeared and gradually taken over, the 
GRADE system. EBM is still fundamental, but experts’ 
opinion has been reevaluated.

To lead dentistry in the third millennium, it is  necessary 
to take advantage of the rigorous methods produced by 

Evolution of Research Methodology

•  GRADE System
• Integration of EBM
  and experts’  opinion

•  Quantitative 
  Medicine
• Clinical Trials
• Meta-analyses
• EBM

•  Authority’s
   principle
•  Experts’
  opinion

1970s

2010

1990s

Fig. 10.9 “The Pendulum of 
knowledge”
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EBM, especially when planning and evaluating research 
studies. However, it is impossible to produce sound 
knowledge without simultaneously considering clinical 
expertise and quality of surgical procedures.

In the last 5 years in the field of oral surgery, we 
have seen, perhaps for the first time in dental research, 
a new method involved in the design and operating 
procedure in implantology surgery.

The technology of CAD-CAM (computer aided 
design-computer aided manufacturing) applied to surgery 
led to the creation of a software (Nobel Biocare, Procera 
System, Gotheborg) capable of running the so-called 
computer-assisted surgery, which allows not only to three-
dimensionally appreciate local anatomy and identify 
noble structures, but also to design and create a surgical 
template that will guide the insertion of implants. During 
the surgical procedure this template will provide informa-
tion on angle, direction, depth of insertion, and distance 
from noble structures of the implant itself. This technol-
ogy enables the standardization of surgical quality and the 
leveling of surgical skills for the first time, as it can be 
used by both skilled and novice operators. The possibility 
that surgical errors can be transferred to design phase on 
the computer must be kept in mind (Figs. 10.10–10.12).

This new technology can be useful during the study 
of implantology as it enables the achievement of the 
standardization of surgical quality criteria. Indeed, while 
in most trials where a new surgical technique is tested, 
the operator’s hand remains a critical factor that can 
greatly influence the outcome, this new technique levels 
various manual skills and provide a unique opportunity 
to evaluate surgical techniques, without the confound-
ing effect of different operators’ expertise and training.

However, this technique is not yet widespread and 
we think it will help research in oral surgery from a 
methodological point of view by providing objectivity, 
which is still lacking. This is just an example, but it can 
help us understand the methodological backwardness 
of surgical research, for reasons that are intrinsic to the 

Fig. 10.10 3-D view derived from “Procera system,” Nobel 
Biocare (with permission of Nobel Biocare AB, Agrate, Italy)

Fig. 10.12 3-D view derived from “Procera system,” Nobel 
Biocare (with permission from Nobel Biocare AB, Agrate, Italy)

Fig. 10.11 3-D view derived from “Procera system,” Nobel 
Biocare (with permission from Nobel Biocare AB, Agrate, Italy)
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same subject; however, huge efforts have been made to 
improve the objectivity in assessing clinical results.

Then we can finally say that while criteria aimed to 
evaluate the quality of the study design (selection criteria, 
randomization, blindness, etc.) are well established, 
indexes of surgical quality have not been agreed upon. It 
would be extremely useful to establish, at an international 
level, quality criteria for any kind of surgery, including 
dentistry and oral surgery. Such indexes are urgently 
needed and their development should primarily involve 
dentists and oral surgeons, as well as other clinicians, 
statisticians, and patients’ associations.
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11.1  Introduction

Around 2 billion people worldwide drink alcoholic bev-
erages and over 76 million people have alcohol use dis-
orders. The World Health Organization estimates that 
the harmful use of alcohol causes about 2.3 million pre-
mature deaths per year worldwide (3.7% of global mor-
tality) and it is responsible for 4.4% of the global burden 
of disease. Alcohol dependence is a very widespread dis-
order with prevalence estimates of 7–10% in most west-
ern countries. In the US, a prevalence of alcohol abuse 
and dependence of 8.5% has been reported, and similar 
figures have been observed in western countries [48].

Alcoholic liver disease (ALD) is a general term des-
cribing a spectrum of conditions ranging from alcoholic  
fatty liver to alcoholic hepatitis to cirrhosis; it is one of 
the main causes of morbidity and mortality in the 
Western world. The causal association between alco-
hol intake (in terms of quantity, duration and style of 
alcohol consumption) and the development of ALD 
has been well demonstrated [6]. Nevertheless, although 
90–100% of heavy drinkers show evidence of fatty 
liver, only 10–35% develop alcoholic hepatitis and 
8–20% develop cirrhosis [32]. It is presumed, there-
fore, that other factors, such as gender (female), eth-
nicity (hispanic), genetic background, and additional 
environmental influences, particularly chronic viral 
infection, play a role in the genesis of ALD [32].

Steatosis develops in many heavy drinkers, and it 
results from the redox imbalance generated by the 
metabolism of ethanol to acetate. Alcoholic steatosis 
completely reverses within several weeks of discon-
tinuation of alcohol intake [33].

Alcoholic hepatitis is an acute or acute-on-chronic 
hepatic inflammatory response syndrome that occurs 
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Core Message

It is important to note that the treatment modal- ›
ities for alcoholic steato-hepatitis (ASH), acute 
alcoholic hepatitis (AAH), and alcoholic liver 
cirrhosis are insufficient. In particular, AAH is 
associated with a high mortality; glucocorti-
costeroids appear to be effective in patients 
with severe AAH, even though recent meta-
analyses suggest that there is insufficient evi-
dence to recommend or refute this therapy.



174 F.G. Foschi et al.

in the setting of chronic alcohol abuse. It is a disease 
with a wide range of severity, from the asymptomatic 
patient with mild inflammation on liver biopsy to the 
severely ill patients with fever, cholestasis, coagulopa-
thy, and leucocytosis. While in the majority of mild 
cases avoiding alcohol intake alone allows the clinical 
picture to resolve, severe alcoholic hepatitis carries a 
particularly poor prognosis, with 28-day mortality 
ranging from 30 to 50% [28].

In these high-risk patients, pharmacologic therapy 
can be an adjunct to supportive medical care in the 
attempt to improve short-term survival. Therefore, it is 
important to assess the severity of alcoholic hepatitis 
in order to identify patients who might benefit from 
aggressive intervention (see below, Sect. 11.2.2).

A number of validated scoring systems including 
the Maddrey discriminant function (DF), the model for 
end-stage liver disease score (MELD), and the Glasgow 
Alcoholic Hepatitis score are useful for this purpose.

DF is calculated as total bilirubin (in mg/dL) + •	
4.6 × prothrombin time (in second prolonged); a DF 
score greater than 32 identify significant or severe 
alcoholic hepatitis and suggest to institute intensive 
treatment [28].
MELD can be readily calculated (e.g., •	 www.unos.
org/meldcalculator); a score above 21 or 24 identifies 
patients with increased short-term mortality [20].
The Glasgow Alcoholic Hepatitis score is a five-•	
item scale containing four laboratory variables (bili-
rubin, blood urea nitrogen, prothrombin time, WBC 
count) along with patient age; patients with a score 
of nine or greater have an increased mortality [16].

The amount of alcohol consumption which places an 
individual at risk of developing alcoholic hepatitis is 
not known. However, in practice, most patients with 
alcoholic hepatitis drink more than 100 g/day, with 
150–200 g/day being common. Like steatosis, once the 
acute phase is overcome, alcoholic hepatitis usually 
improves with abstinence [55].

On the contrary, when alcohol use continues, inflam-
mation triggers fibrogenesis and, over times, collagen 
is deposited in a characteristic perivenular and pericel-
lular distribution. Approximately, 40% of patients with 
this lesion will develop cirrhosis within 5 years [4].

Alcohol intake remains the most important cause of 
cirrhosis in the western world; the lower limit of alco-
hol use for the development of cirrhosis is in the range 
of 30–50 g of ethanol per day (12 oz [355 mL] of beer, 

5 oz [125 mL] of wine, or 1.5 oz [45 mL] of spirits 
contains approximately 12–14 g of ethanol) [6].

Complications of cirrhosis that arise in patients with 
ALD should be sought and treated as done for any other 
type of cirrhosis; patients with end-stage liver disease 
should be considered for liver transplant (see below).

11.2  Pharmacological Management  
of Alcoholic Liver Disease

11.2.1  General Treatment

11.2.1.1  Abstinence

Abstinence remains the cornerstone of management of 
all forms of ALD, and its importance needs to be con-
tinually emphasized in the long-term management of 
these patients.

The prognosis of ALD is strictly related to absti-
nence. Abstinence plays an important role in the revers-
ibility of steatosis, acute alcoholic hepatitis (AAH), 
lipid peroxidation, inflammation, and collagen deposi-
tion; even significant fibrosis may improve in patients 
who maintain sobriety [4].

Retrospective longitudinal observational studies have 
shown that “pure” alcoholic steatosis reverses com-
pletely with abstinence [53].

Abstinence improves survival in AAH; in the major-
ity of mild cases, avoiding alcohol intake alone allows 
the clinical picture to resolve [32].

The 5-year survival of patients with clinically com-
pensated alcoholic cirrhosis is about 90%, but declines 
to 70% if the patient continues to drink; in a patient 
with decompensated cirrhosis who continues drinking, 
the chance of living 5 years is 30% at best [4].

11.2.1.2  Nutritional Support

Malnourishment of patient with ALD is due to a com-
bination of poor intake of nutrients, decreased intesti-
nal assimilation (especially of fat and fat-soluble 
vitamins), and increased rate of catabolism. Protein-
calorie deficiency could enhance the toxicity of alco-
hol through the influence of nutritional status on the 
integrity of the immune system and on the hepatic 
regeneration.

http://www.unos.org/meldcalculator
http://www.unos.org/meldcalculator
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This is particularly true in the case of AAH: essen-
tially, all of the patients with a DF > 32 are malnour-
ished, and the degree of malnutrition correlates with 
survival. Mendenhall et al. evaluated 352 patients with 
alcoholic hepatitis for protein-calorie malnutrition, 
and found that the 30-day mortality was 2% in patients 
with mild malnutrition and 52% in those with severe 
malnutrition [35]. Consequently, multiple clinical tri-
als evaluated nutritional therapy (enteral or parenteral) 
in alcoholic hepatitis, and it was the subject of a recent 
review; their predominant conclusion was that nutri-
tional support results in an improvement of nutritional 
status and liver tests, but does not improve survival 
[52]. Some studies anyway suggested that nutritional 
therapy could also decrease the mortality of these 
patients. In particular, Cabrè et al. reported that total 
enteral nutrition was associated with an important 
reduction in the short-term mortality in patients with 
alcoholic cirrhosis [9]. More recently, the same group 
compared in a randomized study, the efficacy and 
safety of total enteral nutrition (2,000 kcal/day) and 
prednisolone (40 mg/day) in the treatment of severe 
AAH; mortality during treatment was similar in both 
groups, while mortality during follow-up was higher in 
steroids group (mainly because of infections) [10].

Thus, although nutritional supplements are reason-
able for any severely malnourished patient, their effi-
cacy in the management of AAH must be considered 
to be “unproven” [55].

The proposed recommendation for the American 
College of Gastroenterology is that patients with ALD 
should be kept well nourished, and nutritional supple-
ments are indicated if dietary intake is insufficient; 
during hospitalization for acute decompensation of 
ALD, aggressive nutritional therapy should be insti-
tuted to ensure that the patient’s nutritional require-
ments are being provided [32].

Nutritional support consists of 1.2–1.5 g of protein 
and an energy intake of 35–40 kcal/kg of ideal body 
weight per day; it is uncommon that the higher protein 
intake precipitates or worsens hepatic encephalophaty; 
due to the underlying malnutrition, patient with enceph-
alopathy should be treated initially with lactulose, not 
protein restriction [12]. In the absence of hepatic 
encephalopathy or problems in the gastrointestinal 
tract, oral intake or naso-gastric feeding (in patients 
who do not voluntarily consume sufficient calories) 
should be given. If the gastointestinal tract cannot be 
used, total parenteral nutrition is necessary.

There are no published guidelines regarding the 
appropriate dosing of vitamin or mineral supplements 
in patients with alcoholic hepatitis; it has been recom-
mended to provide B-vitamins (especially thiamine), 
folic acid, vitamin k at several times the minimum 
daily allowance; it is common to provide these intrave-
nously for the first few days. Daily oral multimineral 
supplementation (without iron) should also be pro-
vided; in particular, zinc replacement (approximately 
200 mg/day) should be considered, since most patients 
are deficient in zinc, and in animal models of ALD, 
zinc replacement prevents apoptosis and translocation 
of bacteria across the small intestines [21].

11.2.2  Pharmacological Treatment

Recent researches, which have elucidated the mecha-
nisms of alcohol-induced liver injury, offer the prospect 
of advances in the management of ALD; anyway, till 
now none of the therapies proposed has been shown to 
improve consistently the course of alcoholic liver dam-
age, and there is no FDA approved therapy for ALD.

Anyway, some of the following drugs, in particular 
corticosteroid and pentoxifylline (PTX), appear to be 
beneficial in the subgroup of patients with severe AAH.

11.2.2.1  Corticosteroids

The supposed mechanism of action of corticosteroids in 
ALD is the decreased transcription of proinflammatory 
cytokines such as tumor necrosis factor-a (TNF-a), the 
suppression of the formation of acetaldehyde adducts, 
and the inhibition of the production of collagen.

They have been evaluated in multiple randomized 
controlled trials and in at least three meta-analyses; the 
results are conflicting, with some reports suggesting a 
survival benefit while others fail to confirm any bene-
fit. An analysis that combined and reanalyzed the pri-
mary data from three of the larger clinical trials of 
prednisolone vs. placebo, including only patients with 
a DF > 32, did show a survival benefit for corticoster-
oids [31]. A recent Cochrane meta-analysis that included 
15 randomized trials did not find an improvement in 
overall survival with corticosteroids treatment; a sub-
group analysis suggests possible beneficial effects in 
patients with either Maddrey score of at least 32 or 
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hepatic encephalopathy, but this result requires confir-
mation in new trial [47].

Given the conflicting results, it is difficult to firmly 
recommend these agents; indications for starting corti-
costeroid therapy may include a DF > 32, MELD > 20, or 
the presence of hepatic hencephalopathy. Therapy is 
made with prednisolone, 40 mg/day for 28 days; stan-
dard contraindications include recent upper gastointesti-
nal bleeding and uncontrolled infection [32]. Measuring 
the change in total bilirubin during the first week of treat-
ment can predict outcome; one approach is to stop the 
treatment if the bilirubin is higher at day 7 than it was 
prior to starting cortiocosteroids [30]. Switching these 
patients to PTX did not appear to improve survival [27].

11.2.2.2  Pentoxifylline (PTX)

PTX is a nonselective phosphodiesterase inhibitor that 
increase the intracellular concentration of adenosine 
3’, 5’-cyclic monophosphate (cAMP); increase in cAMP 
decrease the expression of cytokines such as TNF-a, 
IL-8, and others.

PTX has been proposed as an alternative of corti-
costeroids in the treatment of severe alcoholic hepati-
tis, especially in patients with contraindications for 
steroids, and in patients with early hepatorenal syn-
drome, who seems to especially benefit from this treat-
ment. The proposed treatment is PTX at the dose of 
400 mg 3 times per day for 28 days.

Akriviadis et al. [3] reported a randomized con-
trolled trial involving 101 patients with severe alco-
holic hepatitis (DF > 32) who were treated with PTX 
(400 mg orally 3 times a day) vs. placebo for 4 weeks; 
mortality during the initial hospitalization was signifi-
cantly higher for subjects receiving placebo than for 
those receiving PTX; improvement in survival with 
PTX was due to a reduction in the number of deaths 
from hepatorenal syndrome. There were no reported 
serious adverse events related to PTX use. A lot of 
other clinical trials both support [49] and refute [25] 
the effectiveness of PTX in the treatment of alcoholic 
hepatitis and cirrhosis. Recently, a randomized double-
blind controlled study compared the efficacy of PTX 
and prednisolone in the treatment of severe AH; the 
results suggest a superiority of PTX in terms of reduced 
mortality, improved risk-benefit profile, and renopro-
tective effects [13]. No meta-analysis was present in 
the literature on PTX and ALD treatment.

In conclusion, PTX can be proposed as an alter-
native of corticosteroids in the treatment of severe 
alcoholic hepatitis, especially in patients with con-
traindications for steroids, and in patients with early 
hepatorenal syndrome, who seems to especially benefit 
from this treatment. The proposed treatment is oral 
somministration of PTX at the dose of 400 mg 3 times 
per day for 28 days. Anyway, even if the reported data 
are encouraging, other clinical trials are needed in 
order to validate this treatment.

11.2.2.3  Anti-TNF-a

TNF-a is a proinflammatory cytokine believed to con-
tribute to the fever, anorexia, malnutrition, and liver 
injury (inflammation, apoptosis, etc.) that occurs in 
alcoholic hepatitis. Consequently, anti-TNF treatments 
(infliximab or etanercept) were tested in patients with 
advanced AH. Small and/or uncontrolled trials suggest 
that infliximab with or without prednisolone improves 
patient outcomes; however a perspective, randomized, 
blinded trial comparing prednisolone monotherapy 
against combination treatment with prednisolone plus 
infliximab (10 mg/kg at days 0, 14, and 28) was stopped 
early because of increased mortality in the second 
group of patients, related to the higher incidence of 
infections [37]. Also others studies, using smaller 
doses of infliximab, confirmed relatively high infec-
tion rates [54]. A randomized, placebo-controlled trial 
comparing etanercept with placebo shows that mortal-
ity was significantly higher in patients receiving etan-
ercept; as with infliximab, more patients receiving 
etanercept developed infections and died from infec-
tions [8].

In conclusion, at the moment anti-TNF-a treat-
ments should not be used in alcoholic hepatitis, except 
in carefully-designed clinical trials.

11.2.2.4  Propylthiuracil (PTU)

The rationale for the use of PTU in the treatment of 
ALD rests on the evidence that it can inhibit the hyper-
metabolic state so as to reduce hepatic oxygen con-
sumption by hepatocytes, thus producing a benefit 
since the most severe alcohol-induced damage is often 
in the perivenular area (zone 3), thereby resembling 
ischemic injury.
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One large trial reported that PTU improved 2-year 
survival in patients with ALD [40]. A meta-analysis of 
Cochrane on six randomized clinical trials including 
710 patients demonstrated no significant effects of 
PTU vs. placebo on all-cause mortality, liver-related 
mortality, complications of the liver disease, and liver 
histology. Propylthiouracil was associated with a non-
significant increased risk of nonserious adverse events 
and with the seldom occurrence of serious adverse 
events (leukopenia) [43]. Thus, PTU is not currently 
recommended as a treatment for ALD.

11.2.2.5  Antioxidant Treatment  
(N-Acetylcysteine, Coenzime Q, 
S-Adenosylmethioninine (SAMe), 
Silymarin, etc)

The rationale of this treatment is the presence of oxida-
tive stress and the reduction in antioxidant capabilities 
in ALD.

Unfortunately, clinical trials have failed to demon-
strate that antioxidant treatment, alone or with predni-
solone, is beneficial in these patients [51]. Thus, 
although antioxidant treatment remains theoretical, it 
cannot be currently recommended in the absence of 
positive data from randomized controlled studies.

About SAMe in the treatment of ALDs, a Cochrane 
analysis identified nine randomized clinical trials. The 
methodological quality regarding randomization was 
generally low, but eight out of nine trials were placebo 
controlled. Only one trial including 123 patients with 
alcoholic cirrhosis used adequate methodology and 
reported clearly on all-cause mortality and liver trans-
plantation. So, the analysis found no significant effects 
of SAMe on all-cause mortality, liver-related mortality, 
and liver transplantation or complications; SAMe was 
not significantly associated with nonserious adverse 
events. The study did not find evidence supporting or 
refuting the use of SAMe for patients with ALDs [45].

11.2.2.6  Anabolic Steroids

Since anabolic steroids (i.e., oxandrolone and testos-
terone) increase muscle mass in healthy men, their use 
in alcoholic hepatitis was proposed in the attempt to 
increase the incorporation of nutrients into muscle 
mass of these often malnourished patients.

Despite this theoretical benefit, only one study 
demonstrated improved survival at 6 months in patients 
receiving oxandrolone [34], while all the other studies 
did not confirm this data. The systematic review of 
Cochrane, selecting five randomized clinical trials ran-
domizing 499 patients, has not shown any significant 
beneficial effects of anabolic-androgenic steroids on 
any clinically important outcomes (mortality, liver-
related mortality, liver complications, and histology) 
of patients with ALD [46]. Thus, given a lack of con-
vincing data, anabolic steroids cannot be recommended 
for routine use in the treatment of alcoholic hepatitis.

11.2.2.7  Colchicine

It is an inhibitor of collagen synthesis, and its use in 
the therapy of ALD was proposed because of its anti-
inflammatory and antifibrotic action. Results of trials 
regarding the use of colchicine are conflicting: it is of 
no benefit in alcoholic hepatitis, but Kershenobich 
et al. suggest that it can improve the survival rate 
of long-term treated cirrhotic patients [22]. However, 
a Cochrane meta-analysis, including 15 randomized 
clinical trials in which 1,714 patients were random-
ized, demonstrated no significant effect of colchicine 
on mortality, liver-related mortality, liver biochemis-
try, liver histology, and alcohol consumption; con-
versely, the drug was associated with a significantly 
increased risk of adverse events [44].

11.2.2.8  Miscellaneous

Other treatment, such as insulin–glucagon (pro-growth), 
polyunsaturated phosphatidylcholine (antioxidant, 
TNF-a modulator, antifibrotic), and vitamin E, have 
been proposed for the treatment of ALD, but none of 
them have shown a convincing benefit [26, 56].

11.2.3  Liver Transplantation

Alcoholic cirrhosis is the second most important indi-
cation for ortotopic liver transplantation (OLT) after 
viral hepatitis in industrialized countries [18, 29]. 
Despite abstinence is an effective treatment that can 
improve cirrhosis in some patients, there is no 
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parameter to predict which patients will have a good 
response to the abstinence; so, OLT remains the best 
therapeutic option in end-stage liver disease [12]. 
However, a definite period of 3 months seems to be 
adequate to separate those alcoholics who will have 
irreversible liver failure from those who will demon-
strate recovery of their liver function [27, 57].

Survival for an OLT patient with cirrhosis related to 
alcohol does not show any difference with respect to 
other causes of end-stage liver disease with the condi-
tion to maintain the abstinence [36]. Patients receiving 
liver transplantation for ALD have a higher incidence 
of some malignancies, especially those arising from 
the aero-digestive tract, which appear to be related to 
the prolonged use of alcohol and tobacco before and 
after OLT. This underlines the utility of an extensive 
work-up before listing to exclude the presence of an 
occult tumor [7].

Relapse of alcohol intake have a detrimental effect 
on survival [23] and when considering the ethical 
aspects of living organ donation, in the limited avail-
ability of cadaveric liver, it is clearly reasonable to 
exclude recipient candidates who have risk factors for 
alcohol relapse. There are, however, few reports in lit-
erature of graft loss for patients that return to the previ-
ous pattern of alcohol abuse after OLT [38].

Unfortunately, at the moment, parameters that indi-
vidualize the patients who will maintain the sobriety 
from those who will relapse overdrinking are not avail-
able; so many transplant centers require a period of 
abstinence of at least 6 months to appraise the real 
maintenance of the abstinence.

The Berlin Group demonstrates a significantly low 
relapse of alcohol abuse in those patients who were 
abstinent for >6 months prior to transplantation, and 
another recent study demonstrates that pre-transplant 
sobriety of less than 6 months was associated with an 
increased risk of recurrent alcohol consumption [41]. 
Two studies suggest that 6 months of abstinence alone 
is an inadequate predictor of relapse [15, 17]. True 
predictive abstinence may in fact take up to 5 years 
[36]. A meta-analysis of risk factors for relapse to 
alcohol, including 54 selected studies, demonstrates a 
mild but statistically significant predictive value of 
abstinence less than 6 months, but the author suggests 
a caution for the exit bias in the selection of the patients 
[14]. In conclusion, although 6 months of abstinence 
is a widely accepted standard, attaining 6 months of 

abstinence is by itself a poor predictor of relapse post-
OLT [23].

Alcohol dependence (not alcohol abuse), serious 
lack of social support, pattern of nonadherence toward 
taking medications or attending scheduled appoint-
ments, and psychotic or personality disorders were 
identified in some studies as factors related to higher 
risk of recidivism of alcohol consumption and it is 
advisable for the transplant committees to very cau-
tiously list these patients [23].

Pharmacologic approach to reduce the risk of relapse 
both before and after liver transplantation are needed; 
naltrexone (NTX) doesn’t demonstrate utility for this 
hepatotoxic effect, but baclofen, that has demonstrated 
an anticraving effect in patients with alcoholic cirrho-
sis, could have a future role in this setting.

11.3  Pharmacological Management  
of Alcohol Dependence

About 50% of alcohol-dependent patients develop 
clinically relevant symptoms of alcohol withdrawal 
syndrome (AWS). Since risks of seizures and delir-
ium rise with medical problems, a physical examina-
tion is essential for patients with AWS. Doses of 
multivitamins, including thiamine (about 100 mg/day) 
can be beneficial also to prevent the rare Wernicke–
Korsakoff syndromes, which are much less likely to 
be seen in general-practice settings. Taking into 
account that for patients with alcohol dependence, 
abstinence is the primary goal, controlled clinical tri-
als provided compelling evidence that a variety of 
compounds can be safe and effective medications for 
treating AWS, alcohol dependence, or both. However, 
in order to identify those drugs which have demon-
strated evidence-based data for healthcare decision 
making, the most useful tool is the Cochrane Central 
Register of Controlled Trials (The Cochrane Library). 
At this moment, available data from the Cochrane 
Library regard three drugs for which it is possible to 
draw consistent indications for the pharmacological 
management of alcohol dependence: specifically, 
benzodizepines (BDZs) and anticonvulsants for the 
treatment of alcohol AWS and NTX for helping 
patients in reducing relapses in heavy drinking and 
maintaining sobriety.
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11.3.1  Treatment of AWS

11.3.1.1  BDZs

A Cochrane review published in 2005 has investigated 
the effectiveness and safety of BDZs in the treatment 
of AWS in 57 trials, with a total of 4.051 subjects 
enrolled. BDZs when compared to placebo offer a large 
benefit against the onset of seizures, a complication of 
AWS (p > 0.01), while BDZs have a variable profile 
when compared with anticonvulsants. Two long-acting 
BDZs such as diazepam (5–20 mg every 4–6 h) and 
chlordiazepoxide (50–100 mg every 4–6 h), and two 
short-acting BDZs such as lorazepam (2–4 mg every 
6 h) and oxazepam (15–30 mg every 6–8 h) are the 
most commonly used BDZs for the treatment of AWS. 
Lorazepam and oxazepam are strongly suggested in 
patients with advanced liver disease. After the first  
3 days of treatment, independent of the type of BDZs 
employed, a dose tapering has to be planned with a 
daily decrease of 15–20% from day 4 to day 7 [39].

It should remain that in severe cirrhosis BDZ are 
controindicated since they can precipitate porto-
sistemic encephalopathy.

11.3.1.2  Anticonvulsant

A Cochrane Review published in 2005 has investigated 
the effectiveness and safety of anticonvulsants in the 
treatment of AWS in 48 studies, involving 3,610 peo-
ple. The anticonvulsants have not shown a statistically 
significant difference when compared to placebo both 
in treating AWS and in preventing the onset of seizures. 
In addition, the anticonvulsants have not evidenced any 
differences when compared to other drugs in reducing 
AWS symptoms too. The onset of seizures tended to be 
less common in the anticonvulsant-group than BDZs 
without reaching, however, a statistically significant 
difference. Thus, it is not possible to draw definite con-
clusions about the effectiveness and safety of anticon-
vulsants in the treatment of AWS, because of the 
heterogeneity of the trials both in interventions and the 
assessment of outcomes. There are limited data com-
paring anticonvulsants vs. placebo and no clear differ-
ences are between anticonvulsants and other drugs in 
the rates of therapeutic success. Data on safety 

outcomes are sparse and fragmented. There is a need 
for larger, well-designed studies in this field [42].

11.3.2  Treatment for the Maintenance  
of Alcohol Abstinence

11.3.2.1  Opioid Antagonists

The effect of opioid antagonists, NTX and nalmefene 
is likely related to the blockade of alcohol-induced 
release of dopamine in the nucleus accumbens, which 
reduces the positive reinforcing and pleasurable effects 
of alcohol and, hence, the craving for alcohol. A Cochrane 
review published in 2005 has investigated the effec-
tiveness and safety of these two drugs in reducing 
relapses and in maintaining alcohol abstinence in 29 
clinical trials (two of NMF, all others of NTX). In 
comparison to placebo, a short-term treatment of NTX 
significantly decreased the relapse and decreased the 
return to drink alcohol. While a medium-term treat-
ment of NTX gave no benefit for relapse prevention, it 
was found to be beneficial in delaying the time to first 
drink and reducing the craving for alcohol. A medium-
term treatment of NTX was superior to acamprosate 
(ACP) in reducing relapses, standard drinks, and crav-
ing. The review findings support that short-term treat-
ment with NTX decreases 36% of the number of 
alcohol relapses and, likely, reduces 13% of the prob-
ability to return to drink alcohol. The treatment with 
NTX can lower 28% of the risk of drop-out rate in 
alcohol-dependent patients. So far, the evidence has 
supported that NTX should be accepted as a short-term 
treatment for alcoholism. Strategies to improve adher-
ence to NTX treatment (i.e., psychosocial interventions 
and management of adverse effects) should be con-
comitantly given. We have not yet known how long 
alcoholics who respond to NTX treatment should con-
tinue the treatment with this drug. NTX is given at 
50–100 mg/day (or 150 mg 3 times a week), and it can 
also be given as an intramuscular dose of 380 mg once 
a month, which, although more expensive, optimizes 
compliance and has shown some promising results. 
NTX’s side-effects include increased liver function 
tests, possible interference with pain control, and a 
potential blunting of mood. Nalmefene has too little 
evidence to support its clinical use [50].
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11.3.3  Nonevidence-Based Drugs: 
Currently Approved for the 
Treatment of Alcohol Dependence

Even though the Cochrane Central Register of Controlled 
Trials have not provided evidence-based data regarding 
other drugs such as disulfiram, gamma-hydroxybutyric 
acid (GHB), and ACP, protocols of these three drugs are 
currently in progress; moreover, several clinical data 
have demonstrated their efficacy in the treatment of 
alcohol addiction so that they have been approved with 
this indication. For these reasons, it is warranted to men-
tion the main features of these three compounds.

11.3.3.1  Disulfiram

Disulfiram is an aldehyde dehydrogenase (ALDH) 
blocker so that after the ingestion of alcoholic bever-
ages by a patient who regularly uses this drug, the 
acetaldehyde blood level increases dramatically pro-
ducing from moderate to severe side-effects character-
ized by nausea, vomiting, diarrhea, rapid heart rate, 
and changes in blood pressure, which, often, need 
hospitalization of the patient. Several weeks are 
needed after the discontinuation of disulfiram for 
ALDH to return to normal function. In order to ensure 
patient’s compliance, it is best to give disulfiram under 
the observation of a referred familiar member to whom 
the administration of the drug has to be entrusted. The 
efficacy of this ALDH inhibitor is controversial, 
because the anticipation of adverse effects after drink-
ing could contribute to the outcome even with placebo. 
At the same time, disulfiram has both relatively benign 
side-effects (i.e., a bad taste, sedation, a rash, and tem-
porary impotence) and rarer, but more severe,  sequelae 
(i.e., neuropathies, depression, psychotic symptoms, 
an increase in liver function tests, and severe hepati-
tis). In one study, the risk of fatal disulfiram-related 
hepatitis was 1 in every 25,000 patients per year, with 
as many as 1 in 200 patients per year having adverse 
drug reactions. It should be used with caution in the 
treatment of patients with liver disease. More than 
500 mg/day of disulfiram are needed for maximum 
inhibition of ALDH, but this dose would produce 
unacceptable side-effects so that it is suggested to begin 
with 400 mg/day for the first 7 days, then 250 mg/day as 
usual maintenance dose [24].

11.3.3.2  Gamma-Hydroxybutyric Acid (GHB)

GHB is a short-chain fatty acid structurally similar to 
the inhibitory neurotransmitter g-amino-butyric acid 
(GABA) that exerts an ethanol-mimicking effect on the 
central nervous system, by acting on its own receptor 
and on the GABA

B
 receptor. In some European coun-

tries, this medication is currently used for the treatment 
of alcohol dependence with encouraging results. Indeed, 
clinical trials have demonstrated that GHB is able to 
suppress symptoms of AWS and favor the maintenance 
of abstinence from alcohol. GHB has also proved to be 
more efficient than NTX (p > 0.02) in maintaining sus-
tained abstinence from alcohol. In addition, as far as 
combined treatments are concerned, the combination of 
GHB with NTX is more effective than either drug alone 
in maintaining alcohol abstinence and, likely, in avoid-
ing craving for GHB. As a whole, these studies have 
shown that episodes of craving for GHB are a very lim-
ited phenomenon (about 10–15%) in pure alcoholics; 
rare episodes of sedation due to GHB abuse have been 
reported, no cases of intoxication, coma or deaths have 
occurred and a withdrawal syndrome has not been 
observed when this drug was discontinued. In addition, 
due to its short half-life (2–4 h), it is also safe in patients 
with decompensated liver disease with ascites effusion, 
while in those patients with a clinical condition of liver 
encephalopathy this drug is not indicated. GHB should 
be indicated in alcoholics who do not present a  poly-drug 
dependence; its dosage should not exceed 50–100 mg/
kg fractioned into three to six daily administrations, 
strict medical surveillance has to be planned, and, in 
order to avoid episodes of abuse of GHB, a family 
member to be entrusted with the drug should be 
 designated [1, 11].

11.3.3.3  ACP

It is structurally similar to GABA, but with actions that 
inhibit the N-methyl-d-aspartic acid–glutamate recep-
tor hyperactivity that occurs during protracted AWS. 
Most trials report that this drug delays the time to 
relapse, decreases the number of drinks per drinking 
day, or helps to maintain abstinence, with a rate of 
improved outcome similar to NTX. Side-effects include 
gastrointestinal upset and diarrhea, which rarely cause 
patients to stop the use of the drug. Combined NTX 
and ACP might be slightly better than either drug alone, 
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although not all studies agree. The therapeutic dose of 
ACP is 666 mg 3 times per day [5].

11.3.4  Nonevidence-Based Drugs: Not 
Approved for the Treatment  
of Alcohol Dependence:  
The Near Future

11.3.4.1  Topiramate

Topiramate facilitates inhibitory GABA
A
-mediated cur-

rents at nonbenzodiazepine sites on the GABA
A
 recep-

tor. Few studies on the effects of topiramate on ethanol 
consumption in animals have been published. Clinical 
studies have shown that topiramate (from 200 to 
300 mg/day), compared with placebo, improved drink-
ing outcomes, decreased craving, and improved the 
quality of life of alcohol-dependent individuals who 
received 12 or 14 weekly brief behavioral compliance 
enhancement treatment. The most common adverse 
effects are paresthesia, anorexia, difficulty with mem-
ory or concentration, and taste perversion. Taken 
together, these clinical studies provide strong evidence 
that topiramate may be a promising medication for the 
treatment of alcohol dependence [19].

11.3.4.2  Baclofen

Animal studies have demonstrated that the GABA
B
 

receptor agonist, baclofen, causes decreases in volun-
tary ethanol intake. Clinical trials have shown that 
baclofen reduced alcohol craving and intake, and 
improved abstinence in alcohol-dependent patients. In 
addition, due to its very low levels of liver metabolism 
(about 15%), baclofen has been recently tested in the 
treatment of alcohol-dependent subjects affected by 
cirrhosis. Eighty-four patients were randomized to 
receive baclofen (10 mg t.i.d.) or placebo for 12 con-
secutive weeks. Results of this trial showed a signifi-
cantly higher number of patients who achieved and 
maintained abstinence throughout the experimental 
period in the baclofen group compared to the placebo 
group. In these studies, the treatment with baclofen 
improved significantly drinking outcomes, state anxi-
ety scores, and craving measures; this drug generally 
was well tolerated and had no apparent abuse liability; 

adverse events, none of which were serious, consisted 
of nausea, vertigo, transient sleepiness, and abdominal 
pain. These findings suggest a potential role for baclofen 
in treating alcohol-dependent individuals. Additional 
studies of larger sample size and longer duration would 
help to establish the efficacy of baclofen in the treat-
ment of alcohol-dependent individuals [2].
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12.1  Background

Temporomandibular joint disorders (TMJD) is a col-
lective term used to describe a group of signs and 
symptoms involving the temporomandibular joints 
(TMJ), masticatory muscles, and associated facial 
structures [6]. Approximately, 60–70% of the general 

population has at least one sign of a temporomandibu-
lar disorder. Painful joints are typically the central 
complaint, and chronic, persistent pain is the greatest 
challenge in a segment of TMJD population [6, 8, 9]. 
Further, this pain is frequently associated with pain in 
regions outside the facial area and can include recurrent 
headaches and neck pain [6, 9, 30]. Patients afflicted 
with severe signs and symptoms can experience signifi-
cant reductions in the quality of life, affecting both per-
sonal life and work, and everyday activities such as 
eating, talking, yawning, and laughing [6, 9, 30, 33].

Clinicians and researchers do not fully understand 
the resistance and susceptibility factors for TMJD [16]. 
Therefore, several widely diverging concepts exist [15, 
16]. In addition, the often weak association between 
pain and observable tissue pathology has prompted 
researchers and clinicians to use a multidisciplinary 
symptom-oriented approach for studying and treating 
TMJD [19, 20, 30, 34].

Given the wide array of diagnostics and contro-
versy, two approaches to therapy have evolved: non-
surgical and surgical. The nonsurgical approach 
includes, for example, acupuncture, physiotherapy, 
pharmacotherapy, and occlusal splint therapy [6, 12]. 
The Surgical therapy ranges from temporomandibular 
joint arthrocentesis and arthroscopy to the more com-
plex open joint surgical procedures such as arthrotomy 
[3, 7]. Many patients can be managed nonsurgically [6, 
30, 32], and surgical decision is typically based on the 
evaluation of the patient’s response to previous non-
surgical care, his/her mandibular form and function, 
and the effect of the condition on his/her quality of life 
[6, 7, 33].

As might be expected, considerable controversy 
exists about the most effective treatment. For exam-
ple, reports claim success rates of 40–70% [6] for 
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12

Core Message

The results discussed in this study indicate  ›
that in spite of the widespread impact of TMJD 
and the multitude of potential interventions, 
clinicians have expended sparse attention to 
identify knowledge gaps in the TMJD litera-
ture. Our analysis suggests the following as 
potential topics for new high quality studies: 
TMJ internal derangement, TMJ ankylosis 
surgical treatment, TMJ electromyography, and 
surgical treatment of condylar fractures.
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nonsurgical treatment and as high as 83% [6] for sur-
gical treatment. To examine this controversy, our pre-
vious work identified systematic reviews comparing 
surgical and nonsurgical TMJD treatment and evalu-
ated their methodological quality and the evidence 
grade within the systematic reviews [1]. The studies 
queried four databases, included multiple languages, 
the years 1966–2007, and three appraisal instruments 
to identify and evaluate the current best evidence. The 
search strategy identified 211 reports, of which two 
were systematic reviews. The results indicated that in 
spite of the widespread impact of TMJD, and the mul-
titude of potential interventions, clinicians have 
expended sparse attention to systematically imple-
menting and evaluating clinical trial methodology that 
would improve the validity and reliability of outcome 
measures.

To better understand the TMJD knowledge base, we 
used OmniViz™ (BioWisdom Ltd, Cambridge, UK) 
to integrate text, numeric, and categorical information 
and visually represent this information. The goal of 
this analysis was (1) to generate a distribution and 
visual map of TMJD literature, (2) to categorize and 
locate high quality studies, and (3) to suggest possible 
topics for new clinical trials and systematic reviews.

12.2  Methods: Search Strategy and 
OmniViz™ Galaxy View Creation

A search strategy (Fig. 12.1) was developed using 
the PubMed service (www.ncbi.nlm.nih.gov/pubmed) 

and EviDents search engine (http://medinformatics. 
uthscsa.edu/EviDents/) to identify all TMJD literature 
that were indexed in MEDLINE database and pub-
lished, in any language, between the years 1998 and 
2008 (up to December).

All the information retrieved from the search 
 strategy was saved and imported into OmniViz™ for 
analysis. Thus, a new database with nine components 
(publication type, author, title, affiliation, reference, 
abstract, medical subject headings or MeSH terms, 
PubMed unique identifier or PMID, and publication 
date) was created. A visual representation of informa-
tion, or Galaxy View, was generated using the default 
text analysis algorithms. To generate a more coherent 
view of the database, the cluster number was limited to 
20 clusters, and both title and abstract words were 
selected to create the clusters.

The Galaxy View is a proximity map, such that 
closely related records and clusters are placed near 
each other, while thematically distinct clusters are 
located far apart. The record clustering is determined 
by the numeric vector calculated for each record, based 
on word occurrence, distribution, and associations 
located in a selected component (our analysis param-
eter was both title and abstract words).

In the Galaxy View, each dot represents a record 
and each record represents a publication retrieved from 
MEDLINE. Within a cluster, each record can be identi-
fied and selected to view, in the information panel, a 
detailed information about the cluster label and the 
record. The cluster label is comprised by top three dis-
criminating major terms. Major terms are the words or 
phrases located in the selected component that are most 

(“Temporomandibular Joint”[MeSH] OR “Myofascial Pain Syndromes” [MeSH] OR “Craniomandibular Disorders”[MeSH] OR
“Occlusal Adjustment”[MeSH] OR temporomandibular joint[Text Word] OR temporomandibular joint’s[Text Word] OR
temporomandibular joints[Text Word] OR TMJ[Text Word] OR craniomandibular disorder[Text Word] OR craniomandibular
disorders[Text Word] OR temporomandibular joint disorder[Text Word] OR temporomandibular joint disorders[Text Word] OR
temporomandibular joint disease[Text Word] OR temporomandibular joint diseases[Text Word] OR tmj disease[Text Word] OR tmj
diseases[Text word] OR temporomandibular disorder[Text Word] OR temporomandibular disorders[Text Word] OR tmj disorder
[Text Word] OR tmj disordered[Text Word] OR tmj disorders[Text Word] OR myofascial pain syndrome[Text Word] OR myofascial
pain syndromes[Text Word] OR myofascial trigger point[Text Word] OR myofascial trigger points[Text Word] OR occlusal
adjustment[Text Word] OR occlusal adjustments[Text Word] OR occlusal equilibration [Text Word] OR occlusal equilibrations
[Text Word] OR costen’s syndrome[Text Word]) NOT (“animals”[MeSH:noexp] NOT humans[MESH])  

Database:

User query:

PubMed

Fig. 12.1 Search Strategy to access PubMed/MEDLINE database (from 1998 to 2008)

http://www.ncbi.nlm.nih.gov/pubmed
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relevant to discriminating one record from another and 
they are the principal parameters used in clustering the 
records. Nearby clusters often share major terms, indi-
cating that they have some themes in common. Detailed 
view of the selected clusters or records (e.g., publica-
tion type, author, title, abstract) can also be seen.

In the next phase, the clusters were queried to identify 
the major term, and determine the identity and number 
of clinical trials and systematic reviews. The search 
strategies used to identify the clinical trials and system-
atic reviews were based on the work of Haynes RB et al. 
[17] and Montori VM et al. [23]. The number of identi-
fied records and clusters was determined and tabulated 
using Excel for windows (Microsoft, USA) spreadsheets. 
A final analysis was done in a descriptive fashion.

12.3  Results: TMJD Literature

Our search strategy identified 6,196 publications in 
MEDLINE on TMJD from 1998 to 2008. Of these 

5,138 could be imported into OmniViz™. The number 
of publications that are imported into OmniViz™ is 
lower than the number retrieved in the MEDLINE 
search, because OmniViz™, by default, during data 
importation, is set to ignore records that have titles but 
no abstract. Thus, the OmniViz™ TMJD database 
eliminated 1,058 publications.

Distributions of the publications, clinical trials, and 
systematic reviews per year are shown in Table 12.1. 
From 1998 to 2008, the 5,138 publications were dis-
tributed as follows. There were: 460 clinical trials and 
100 systematic reviews. On an average, by year, there 
were 467 ± 65 publications, 42 ± 9 clinical trials, and 
9 ± 4 systematic reviews (mean ± SD). Clinical trials 
and systematic reviews represent, respectively, 9 and 
2% of the TMJD literature. During the most recent 5 
years, 50% of the publications and clinical trials, and 
61% of the systematic reviews were published. These 
figures indicate an increasing interest in TMJD, and 
also emphasize the lack of high quality studies (sys-
tematic reviews and clinical trials) in the TMJD 
literature.

Year Publications 
(n > 5138)

Clinical trials 
(n > 460)

Proportion  
clinical trials/
publications (%)

Systematic 
reviews 
(n > 100)

Proportion 
systematic reviews/
publications (%)

1998 401 (7.8%) 31 (6.7%) 7.7 4 (4.0%) 1.0

1999 413 (8.0%) 30 (6.5%) 7.3 7 (6.9%) 1.7

2000 419 (8.2%) 41 (8.9%) 9.8 4 (4.0%) 1.0

2001 440 (8.6%) 32 (7.0%) 7.3 11 (10.9%) 2.5

2002 427 (8.3%) 46 (10.0%) 10.8 4 (4.0%) 0.9

2003 470 (9.1%) 50 (10.9%) 10.6 8 (7.9%) 1.7

2004 465 (9.1%) 40 (8.7%) 8.6 11 (10.9%) 2.4

2005 470 (9.1%) 44 (9.6%) 9.4 8 (7.9%) 1.7

2006 456 (8.9%) 37 (8.0%) 8.1 12 (11.9%) 2.6

2007 603 (11.7%) 55 (12.0%) 9.1 17 (16.8%) 2.8

2008 574 (11.2%) 54 (11.7%) 9.4 14 (13.9%) 2.4

Mean 467 42 8.9 9 1.9

SD 65 9 1.2 4 0.7

Minimum 401 30 7.3 4 0.9

Maximum 603 55 10.8 17 2.8

Table 12.1 TMJD publications, clinical trials, and systematic reviews from 1998 to 2008
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12.4  Results: Using OmniViz™  
Galaxy Views

Figures 12.2–12.4 show Galaxy views of TMJD litera-
ture from 1998 to 2008 and they provide the visual 
assessment of the data in Table 12.2.

In the Galaxy views, each blue dot represents a 
publication, each black dot represents a selected publi-
cation, and the publications were organized into 20 

thematic clusters, numbered from 0 to 19. Closely 
related publications and clusters are placed near each 
other while thematically distinct clusters are located 
farther apart. For example, clusters seven and 15 are 
closely related, indicating that they share the top three 
discriminating words, referred to as major terms. This 
can be identified in Table 12.2; in cluster seven, the 
major terms are surgery, MRI, and internal derange-
ment, and in cluster 15, the major terms are image, 
MRI, and surgery. Nevertheless, the sequence of the 
major terms also gives a hint about the cluster topic; 
thus, cluster seven is likely to have more surgical ther-
apies publications than cluster 15. Clusters one, eight, 
and nine have a small number of publications and they 
are located farther apart, indicating almost no cohe-
sion. They address topics more related to denture, 
prosthesis, and implant. They are the outlier clusters in 
the Galaxy view.

Galaxy views of clinical trials and systematic 
reviews publications are shown in Figs. 12.3 and 12.4, 
respectively. The largest number of clinical trials 
and systematic reviews are located in cluster two, 
154 (33.5%) and 28 (28%), respectively. This cluster 
addressed topics related to TMJD, occlusion, and 

Fig. 12.2 TMJD publications (n=5138). Each blue dot repre-
sents 1 published article (record) and each number represents 1 
cluster. The clusters were numbered from 0 to 19, and both title 
and abstract words were selected to create the clusters. Closely 
related records/clusters are placed near each other, while the-
matically distinct record/clusters are located far apart

Fig. 12.3 TMJD published clinical trials (n = 460). This figure 
overlays published clinical trials (black dots) on published 
articles (blue dots) displayed in Figure 12.2. Each black dot 
represents 1 clinical trial. The presence of black dots in clusters 
[0, 2–5, 7, 10–17 and 19] and the absence of black dots in clus-
ters [1, 6, 8, 9 and 18] indicates the need for and the presence 
of clinical trials among published articles, respectively

Fig. 12.4 TMJD published systematic reviews (n=100). This 
figure overlays published systematic reviews (black dots) on 
published articles (blue dots) displayed in Figure 12.2. Each red 
dot represents 1 systematic review. The presence of black dots in 
clusters [2–4, 7, 10, 12, 14–16 and 19] and the absence of black 
dots in clusters [0, 1, 5, 6, 8, 9, 11, 13, 17 and 18] indicates the 
need for and the presence of clinical trials among published 
articles, respectively. In comparing Figure 12.4 with Figure 
12.3, one also notes clusters where there are clinical trials and no 
systematic reviews (clusters 0, 5, 11, 13 and 17), and clusters 
where there are no clinical trails or systematic reviews (clusters 
1, 6, 8, 9 and 18)
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headache. Nevertheless, publications which address 
myofascial trigger points (cluster 14) presented the best 
of clinical trial/publication proportion, 24.2%, and pub-
lications which examined TMJD, occlusion, and brux-
ism (cluster three) presented the best systematic review/
publication proportion, 5.2%. Interestingly, clusters 
with the highest number of publications do not have the 
highest number of clinical trials or  systematic reviews 
(e.g., cluster 19), and clusters with the highest number 
of clinical trials do not have the highest number of sys-
tematic reviews (e.g., cluster 14). Therefore, there 
appears to be an imbalance in the distribution of publi-
cations, clinical trials, and systematic reviews, suggest-
ing possible knowledge gaps in the TMJD literature.

Moreover, clusters 1, 6, 8, 9, and 18 have no clini-
cal trial or systematic review, and clusters 0, 5, 11, 13, 
and 17 have no systematic reviews. These clusters 
could be used as potential sources of new systematic 
reviews and/or clinical trials, but looking more closely 
in their major terms, one can identify the following: 
Clusters 1, 8, and 9 are the outliers, and clusters 6, 13, 
and 18 examined more topics related to laboratorial 
studies and basic science, leaving clusters 0, 5, 11, and 
17 as potential sources of clinical trials and systematic 
reviews. Their publications addressed the following 
topics:TMJ internal derangement, TMJ ankylosis sur-
gical treatment, TMJ electromyography, and surgical 
treatment of condylar fractures, respectively.

12.5  Discussion: Understanding  
Our TMJD Literature Analysis

The purpose of this analysis was threefold. The first 
was to generate a distribution and visual map of a 
TMJD literature using OmniViz™. The second was to 
categorize and locate high quality studies (clinical tri-
als and systematic reviews). The third was to suggest 
possible topics for new systematic reviews and ran-
domized clinical trials. The results indicated that over 
the last 11 years, there appeared to be a significant 
body of literature focusing on TMJD, only a small per-
centage of this literature comprises clinical trials and 
systematic reviews, and there are four potential topics 
for new high-quality studies.

The implied results are, perhaps, more interesting 
than the actual results. First, there were on an average 
467 publications, 42 clinical trials, and nine systematic 

reviews published per year addressing TMJD. If all of 
these publications are of high clinical applicability, these 
results suggest that one would need to read, digest, and 
implement into clinical practice between one and nine 
articles per week, 52 weeks per year, to keep current. 

Second, all categories of clinical information generally 
increased over the 11-year period. For example, 61% of 
the systematic reviews were published in the most recent 
5 years. Given this trend, one can expect the volume of 
literature to increase continually in the near future.

Third, the current percentage of clinical trials and sys-
tematic reviews, in comparison to the body of TMJD lit-
erature, is suboptimal, 9 and 2%, respectively. Moreover, 
the Galaxy view was comprised by 20 clusters, of which 
one individual cluster, in which topics are TMJD, occlu-
sion, and headache, has the largest number of clinical tri-
als and systematic reviews of 33.5 and 28%, respectively, 
five clusters had no clinical trial or systematic review, 
and five clusters no systematic review. This suggests an 
unbalanced body of TMJD high quality literature and 
leads one to an interesting dilemma: How can one best 
care for TMJD patients if there are few high quality stud-
ies upon which to base this care and they mainly exam-
ined an individual topic?

Forth, the evolution of an increasingly unbalanced 
body of literature suggests the need for additional high 
quality studies. This is congruent with previous sys-
tematic reviews [10, 11, 22, 25, 29]. However, our 
analysis suggests the following as potential topics: 
TMJ internal derangement, TMJ ankylosis surgical 
treatment, TMJ electromyography, and surgical treat-
ment of condylar fractures.

Our analysis used OmniViz™ to integrate text, 
numeric, and categorical information and visually rep-
resent TMJD literature. With the Galaxy views, we were 
able to promptly identify knowledge gaps in the TMJD 
literature based on the distribution of clinical trials and 
systematic reviews in the 20 thematic clusters. Although, 
this is one alternative approach to understand TMJD lit-
erature, the scientific and quantitative study of publica-
tions or bibliometrics is not a new discipline, [18, 21, 
35]. The subject has developed rapidly since the 1960s, 
largely because of the theoretical work of Derek de 
Solla Price at Yale [26] and the practical work of Eugene 
Garfield [13, 14]. In many ways, bibliometrics is to sci-
entific papers as epidemiology is to patients, because, 
publication counts are a conventional metric of scien-
tific output. Biblio metrics analysis has also been linked 
to funding and the financial bottom line of research [5].
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Bibliometrics has many creative possibilities and 
can help in mapping the intellectual growth of a disci-
pline and paving the way to a more sophisticated 
approach to evidence-based practice [5, 21]. In the tra-
ditional model of online evidence services, clinicians 
have access to a number of online information sources, 
such as journals, databases, and Medline, each with its 
own idiosyncrasies and search interfaces [4]. This 
means that users need to know which resources are 
most suitable for their current question and how the 
search query must be formulated for a given resource. 
Software tools, such as OmniViz™, address many of 
the limitations of these models by providing a mecha-
nism to search a specific database, by translating query 
languages of each resource into a respective user que-
ries, and to visually represent this information.

It should be noted that this study had four limita-
tions and is only an approximation of reality. Some 
methods may have resulted in underestimations or 
overestimations of the reported TMJD literature. First, 
only MEDLINE was examined. Had the analysis 
included other databases (such as EMBASE) the num-
ber of citations would have increased. Second, certain 
relevant studies may have been omitted, whereas other 
irrelevant articles may have been included. As an 
attempt to address this limitation, we used EviDents 
search engine and current search strategies [17, 23] 
used by PubMed to identify clinical trials and system-
atic reviews. Third, the key words used in the OmniViz™ 
data clustering were limited to title and abstract vocab-
ulary. This selection was meant to be inclusive, but it 
may have excluded some relevant articles. Finally, the 
cited publications were not critically appraised and this 
may also overestimate the actual clinically useful liter-
ature. This is because the analysis made no attempt to 
evaluate the methodological quality of the publications. 
We address this issue in our previous work [1].

Our results suggest the importance of computer-
based clinical knowledge systems as an alternative tool 
to approach a controversial topic such as TMJD. Thus, 
the next steps are to sample, critically appraise, stratify, 
and electronically catalog the identified literature to 
provide an accessible and ongoing electronic database. 
Such a database could be useful for multiple audiences. 
These audiences include academics concerned about 
the evidence base for curricular decisions; patients and 
clinicians making decisions about clinical care; 
researchers interested in identifying gaps in the avail-
able knowledge base; corporate entities interested in 

developing new products; policy makers who fund clin-
ical research; healthcare purchasers who make deci-
sions about care compensation; and finally for 
professional societies that seek to provide guidance for 
their membership.

12.6  Clinical Implications

Much has been written about the TMJD, but where do 
we stand today as a result of all this discussion? One 
would hope that all the patients were receiving ratio-
nal therapy based on a combination of knowledge 
about their TMJD specific problem, and treatment 
outcome data from high quality (clinical trials and 
systematic reviews) studies. However, our analysis of 
the literature on TMJD reveals that neither of these 
objectives has been totally accomplished at this time, 
or that this is not what is occurring in most TMJD 
topics.

The above statements should not be interpreted as 
entirely negative, because in fact, there has been sig-
nificant progress, both in understanding TMJD and in 
rationally treating patients with these conditions. The 
increasing volume of clinical literature suggests that 
clinicians are providing a special attention to TMJD 
patients with associated problems, such as headache. 
The main problem lies in the unbalanced distribution 
of publications, clinical trials, and systematic reviews, 
suggesting possible knowledge gaps in the TMJD lit-
erature. This imbalance suggests that the efficacy of 
care is not being well documented. To stay current and 
make informed clinical decisions when faced with an 
onslaught of information, health care professionals 
need evidence-based knowledge-base systems that can 
provide support to their decision making process and 
optimize their clinical outcomes.

Most high quality publications end with the author 
urging the scientists to continue searching for more 
answers to the main topical issue so that better treat-
ments can be provided (eg. [10, 11, 22, 25, 29]). 
However, to extrapolate this sentiment to the care of 
individual TMJD patients would be difficult. All 
patients vary with regard to their pathology and clini-
cal characteristics, leading the clinician to adopt a 
multidisciplinary symptom-oriented approach to care 
[19, 20, 30, 34]. Our analysis suggested some TMJD 
topics (such as TMJ internal derangement, TMJ 
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ankylosis surgical treatment, TMJ electromyography, 
and surgical treatment of condylar fractures) for which 
the aforementioned concerns demands more attention 
from researchers, if one is to provide  quality patient 
care.

Moreover, the idea of using existing high quality 
studies is a logical and intuitively appealing concept; 
our experience suggests that it is not a foregone con-
clusion [1]. For example, systematic reviews in the 
form of overviews or meta-analysis are considered the 
most reliable method for summarizing large volumes 
of research evidence and they are recognized as the 
highest level of research evidence [2, 24, 27, 28, 31]. 
However, if researchers did not master the method of 
performing systematic reviews, these reviews, espe-
cially those that are meta-analyses, could be misused 
easily and could produce inaccurate, biased, or mis-
leading outcomes.

Our previous work identified systematic reviews 
comparing surgical and nonsurgical TMJD treatment 
and evaluated their methodological quality and the evi-
dence grade within the systematic reviews [1]. The 
search strategy identified 211 reports; of which two 
were systematic. In these systematic reviews, between 
9 and 15% of the trials were graded as high quality, 
and 2 and 8% of the total number of patients were 
involved in these studies. The results indicated that in 
spite of the widespread impact of TMJD, and the mul-
titude of potential interventions, clinicians have 
expended sparse attention to systematically imple-
menting and evaluating clinical trial methodology that 
would improve validity and reliability of outcome 
measures.

The most troubling aspect of these findings 
involves the ethics of trials that do not meet interna-
tional standards of conduct, and the care of patients 
that is not based on high levels of evidence. The 
potential implication of this failing is clearest to 
understand in terms of the U.S. Supreme Court ruling 
in Daubert v. Merrell Dow. In this case, the Supreme 
Court applied the Federal Rules of Evidence for cau-
sality of harm, based on the highest level of evidence. 
This ruling supplanted the common-law test of Frye 
v. United States, which based rulings on local practice 
customs [1]. Thus one might imagine that legal suits 
could arise from the application of trial methodology 
or clinical practice that does not meet international 
standards.

12.7  Conclusions

Within the limitations of this analysis, there is an 
imbalance in the distribution of publications, clinical 
trials, and systematic reviews. This raises two con-
cerns. First, there are few high quality studies to base 
clinical care on, and second, there is a clear need for 
considerably more attempts to identify knowledge 
gaps in the TMJD literature. Our analysis suggests the 
following as potential topics for new high quality stud-
ies: TMJ internal derangement, TMJ ankylosis surgi-
cal treatment, TMJ electromyography, and surgical 
treatment of condylar fractures.
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osteogenesis allows for more vertical bone 
augmentation than other techniques, which, on 
the other hand, can allow for horizontal aug-
mentation at the same time.
This review is based on a Cochrane systematic  ›
review entitled “Interventions for replacing miss-
ing teeth: horizontal and vertical bone 
 augmentation techniques for dental implant treat-
ment” published in The Cochrane Library (see 
www.cochrane.org for information). Cochrane 
systematic reviews are regularly updated to 
include new research and in response to com-
ments and criticisms from readers. If you wish to 
comment on this review, please send your 
 comments to the Cochrane website or to Marco 
Esposito. The Cochrane Library should be con-
sulted for the most recent version of the review. 
The results of a Cochrane Review can be inter-
preted differently, depending on people’s per-
spectives and circumstances. Please consider the 
conclusions presented carefully. They are the 
opinions of the review authors, and are not neces-
sarily shared by the Cochrane Collaboration.

Core Message

Some patients may have insufficient bone to  ›
place dental implants, but there are many sur-
gical techniques to increase the bone volume 
making implant treatment possible. Short 
implants appear to be more effective and cause 
fewer complications than conventional implants 
placed in resorbed lower jaws augmented with 
autogenous bone or bone substitutes (cow bone 
blocks). Bone can be regenerated in a horizon-
tal and vertical direction using various tech-
niques, but it is unclear which techniques are 
preferable. Complications especially for aug-
menting bone vertically are frequent. Some 
bone substitutes may cause less complications 
and pain than autogenous bone. Osteodistraction 

http://www.cochrane.org
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13.1  Background

Missing teeth and supporting oral tissues have tradi-
tionally been replaced with dentures or bridges per-
mitting restoration of chewing function, speech and 
aesthetics. Dental implants offer an alternative. 
These implants are inserted into the jawbones to 
support a dental prostheses and are retained because 
of the intimacy of bone growth onto their surface. 
This direct structural and functional connection 
between living bone and implant surface, termed 
osseointegration, was first described by Brånemark 
[5] and has undoubtedly been one of the most sig-
nificant scientific  breakthroughs in dentistry over 
the past 40 years.

Teeth may have been lost through dental disease or 
trauma or may be congenitally absent. In addition, 
teeth may be lost as part of a surgical procedure to 
resect part of a jaw because of pathology such as can-
cer. Sometimes, there is a lack of supporting bone in 
addition to the absent teeth due to atrophy, trauma, 
failure to develop or surgical resection. Dental implants 
can only be placed if there is sufficient bone to ade-
quately stabilise them, and bone augmentation permits 
implant treatment that would otherwise not be an 
option for some of these patients. Bone augmentation 
procedures may be carried out some time prior to 
implant placement (two-stage procedure), or at the 
same time as implant placement (one-stage procedure), 
using various materials and techniques. When carried 
out prior to placement, this necessitates an additional 
surgical episode and then the area is left to heal for a 
period of time before the implants are placed.

There are different indications, numerous alterna-
tive techniques and various “biologically active” agents 
and biomaterials currently used to augment bone. 
Some materials used to augment the bone volume may 
be described as follows:

Autogenous bone grafts: these are bone grafts taken 
from an adjacent or remote site in the same patient and 
used to build up the deficient area and are considered to 
be the material of choice, i.e. the “gold standard”. They 
are biologically compatible as they are from the same 
patient and provide a scaffold into which new bone 
may grow. Sites from within the mouth may be used 
for relatively small graft requirements or sites such as 
the iliac crest for larger bone volumes. All of these 
require surgery at a second site, and therefore, the mor-
bidity must be considered. Of the many possible sites, 

each has its own merits and disadvantages. Sometimes, 
it may be possible to recycle bone taken from the site 
of implant placement when preparing the hole also by 
using a special filter to collect bone particles that would 
otherwise be lost and use this to build up a deficient 
area.

Allografts: these are bone grafts harvested from 
cadavers and processed by methods such as freezing or 
demineralising and freezing. The grafts are then steri-
lised and supplied by specially licenced tissue banks in 
several convenient ways such as bone particles or large 
blocks. They are resorbable. There may be some con-
cern regarding their absolute non-infectivity.

Xenografts: these are graft materials derived from 
animals such as cow or coral. Animal bone, usually 
bovine bone, is processed to completely remove the 
organic component.

Alloplastic graft materials: these synthetic bone sub-
stitutes include calcium phosphates and bioactive glasses. 
Alloplasts provide a physical framework for bone 
ingrowth. Some surgeons use these materials in combina-
tion with autogenous bone grafts. These materials resorb 
completely or to some degree or not at all with time.

Barrier membranes for GBR: This technique uses 
special barrier membranes to protect defects from the 
ingrowth of soft tissue cells so that bone progenitor 
cells may develop bone uninhibited. Ingrowth of soft 
tissue may disturb or totally prevent osteogenesis in a 
defect or wound. Examples of membrane are expanded 
polytetrafluoroethylene, porcine collagen and polygla-
ctin. Membranes can be resorbable or non-resorbable.

Bone promoting proteins (BMPs) and platelet rich 
plasma (PRP): BMPs are a family of proteins naturally 
present in bone and responsible for activation of bone 
development [35]. BMPs may encourage bone forma-
tion. They may be incorporated into any of the above 
graft types. Growth factors and PRP are used to pro-
mote bone formation.

Some surgical techniques used to augment bone 
volume include:

Onlay grafting: the graft material is laid over the 
defective area to increase width or height or both of the 
alveolar jawbone. The host bed is usually perforated 
with a small bur to encourage the formation of a blood 
clot between the graft and recipient bed. The graft is 
immobilised with screws or plates or with dental 
implants [20].

Inlay grafting: A section of jawbone is surgically 
separated and graft material sandwiched between two 
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sections. Le Fort I osteotomy and interpositional bone 
graft procedure [25] has been used for patients requir-
ing implant treatment [21].

Ridge expansion: the alveolar ridge is split longitu-
dinally and parted to widen it and allow placement of 
an implant or graft material or both in the void. The 
longitudinal split can be limited by placing transverse 
cuts in the bone.

Distraction osteogenesis: the principals of distrac-
tion osteogenesis, in which a gradual controlled dis-
placement of a surgically prepared fracture is used to 
increase bone volume, are not new but have recently 
been introduced into implant surgery to increase alve-
olar bone volume. The gap created during the displace-
ment of the bone segment fills with immature 
non-calcified bone that matures during a subsequent 
fixation period. The associated soft tissues are also 
expanded as the bone segment is transported.

Zygomatic implants: a long implant may be placed 
to the upper jaw passing through the sinus into the body 
of the zygomatic bone [4]. This surgical technique is an 
alternative to bone augmentation in those patients with 
insufficient bone for placement of the usual type of 
dental implant. This comparison is not included in this 
review as the zygoma implant technique is not a tech-
nique for bone augmentation, but is evaluated in another 
Cochrane review [13].

Each type of augmentation material may be used in 
combination with a variety of different surgical tech-
niques, so many permutations of treatment are possible 
and the situation is rather complicated. In addition, 
new techniques and “active agents” are continuously 
introduced in the clinical practise. Particular treatment 
options have strong proponents with surgeons claim-
ing that a particular material or technique offers 
improved implant success.

This review will focus exclusively on techniques 
aimed at augmenting the bone in a horizontal or verti-
cal direction. Several reviews have been published 
on this topic, though their findings were not based on 
the most reliable clinical trials; therefore, the informa-
tion presented has to be interpreted with a great deal 
of caution [12, 17, 28, 34]. The reader can find infor-
mation on the procedures for augmenting the maxil-
lary sinus, post-extractive sites, bone fenestrations at 
implants in the previous version of this review [11]. 
Information about bone augmentation at implants 
affected by peri-implantitis can be found in another 
Cochrane review [10].

13.2  Objectives

To test (a) whether and when horizontal and vertical 
bone augmentation procedures are necessary and  
(b) which are the most effective horizontal and vertical 
bone augmentation techniques.

Augmentation procedures were divided into two 
broad categories:

1. Horizontal bone augmentation procedures: any tech-
nique aimed at making the recipient bone wider or 
thicker in order to receive dental implants of adequate 
diameter (usually of a 3.5-mm diameter or wider).

2. Vertical bone augmentation procedures: any tech-
nique aimed at making the recipient bone higher in a 
vertical dimension in order to receive dental implants 
of adequate length (usually 9 mm or longer). In many 
instances, a combination of horizontal and vertical 
bone augmentation is needed and these procedures 
were included in the vertical augmentation group.

13.3  Materials and Methods

13.3.1  Criteria for Considering Studies  
for this Review

All RCTs evaluating patients with missing teeth who 
may require horizontal and/or vertical alveolar bone 
augmentation prior to or during dental implant place-
ment procedures to allow the placement of osseointe-
grated dental implants. Any bone augmentation 
technique, active agent (such as bone morphogenetic 
proteins, PRP) or biomaterials used in relation with 
dental implants was considered. For trials to be consid-
ered in this review, implants have to be placed and the 
outcome of the implant therapy has to be reported at 
least at the endpoint of the abutment connection proce-
dure. The following time points were considered: abut-
ment connection, 1, 3 and 5 years after loading. 
Outcomes measures were:

Prosthesis failure: planned prostheses that could not •	
be placed due to implant failure(s) and loss of the 
prostheses secondary to implant failure(s).
Implant failure: implant mobility and removal of •	
stable implants dictated by progressive marginal 
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bone loss or infection (biological failures). Implant 
mobility could be assessed manually or with instru-
ments such as Periotest (Siemens AG, Benshein, 
Germany) or resonance frequency (Osstell, Integration 
Diagnostics, Göteborg, Sweden).
Augmentation procedure failure: failure of the aug-•	
mentation procedure (i.e. of the bone graft or the 
GBR procedure, etc.) not affecting the success of 
the implant.
Major complications at treated/augmented sites •	
(e.g. infection, nerve injury, haemorrhage, etc.).
Major complications at bone donor sites (e.g. nerve •	
injury, gait disturbance, infection, etc.).
Patient satisfaction including aesthetics.•	
Patient preference including aesthetics (only in •	
split-mouth trials).
Bone gain vertically or horizontally or both •	
expressed in mm or percentage, including bone 
level changes over time.
Aesthetics evaluated by dentist.•	
Duration of the treatment time starting from the first •	
intervention to the functional loading of the implants.
Treatment costs.•	

Trials evaluating only histological outcomes were not 
considered in this review.

13.3.2  Search Strategy for Identification 
of Studies

For the identification of studies included or considered 
for this review, detailed search strategies were devel-
oped for each database searched. For more details, see 
the original Cochrane review [9]. The following data-
bases were searched:

The Cochrane Oral Health Group’s Trials Register •	
(to 9 January 2009)
The CENTRAL (The Cochrane Library 2008, Issue 4)•	
MEDLINE (1966 to 21 January 2009)•	
EMBASE (1980 to 12 January 2009)•	

The most recent electronic search was undertaken on 
21 January 2009. Several dental journals were hand 
searched up to January 2009. There were no language 
restrictions. All the authors of the identified RCTs 
were contacted, the bibliographies of all identified 
RCTs and relevant review articles were checked, and 
personal contacts were used in an attempt to identify 

unpublished or ongoing RCTs. In the first version of 
this review, more than 55 oral implant manufacturers 
and an Internet discussion group (implantology@
yahoogroups.com) were contacted; however, this was 
discontinued due to poor yield.

Study selection and data extraction.
The titles and abstracts (when available) of all 

reports identified through the electronic searches were 
scanned independently by two review authors. For 
studies appearing to meet the inclusion criteria, or for 
which there were insufficient data in the title and 
abstract to make a clear decision, the full report was 
obtained. The full reports obtained from all the elec-
tronic and other methods of searching were assessed 
independently by two review authors to establish 
whether the studies met the inclusion criteria or not. 
Disagreements were resolved by discussion. Where 
resolution was not possible, a third review author was 
consulted. All studies meeting the inclusion criteria 
then underwent validity assessment and data extrac-
tion. Studies rejected at this or subsequent stages were 
recorded in the table of excluded studies, and reasons 
for exclusion recorded.

Data were extracted by two review authors indepen-
dently using specially designed data extraction forms. 
The data extraction forms were piloted on several papers 
and modified as required before use. Any disagreement 
was discussed and a third review author consulted where 
necessary. All authors were contacted for clarification 
or missing information. Data were excluded until fur-
ther clarification was available if agreement could not 
be reached. For each trial, the following data were 
recorded: year of publication, country of origin and 
source of study funding; details of the participants 
including demographic characteristics; details on the 
type of intervention; details of the outcomes reported, 
including method of assessment and time intervals.

13.3.3  Quality Assessment

Three main quality criteria were examined as follows:

1. Allocation concealment, recorded as adequate, 
unclear and inadequate.

Allocation concealment was considered adequate if it 
was centralised (e.g. allocation by a central office unaware 
of subject characteristics); pharmacy- controlled ran-
domisation; pre-numbered or coded identical containers 
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which were administered serially to participants; on-site 
computer system combined with allocation kept in a 
locked unreadable computer file that can be accessed 
only after the characteristics of an enrolled patient have 
been entered; sequentially numbered, sealed, opaque 
envelopes; and other approaches similar to those listed 
above, along with the reassurance that the person who 
generated the allocation scheme did not administer it. 
Some schemes may be innovative and not fit any of the 
approaches above, but still provide adequate conceal-
ment. Approaches to allocation concealment which were 
considered clearly inadequate included any procedure 
that was entirely transparent before allocation, such as an 
open list of random numbers. Ideally, the surgeon should 
have known the group allocation just after implants were 
inserted. Those articles or authors stating that allocation 
concealment procedures were implemented, but did not 
provide details on how this was accomplished, were 
coded as “unclear”.

2. Treatment blind to outcome assessors, recorded as 
yes, no, unclear, and not possible.

3. Completeness of follow-up (is there a clear expla-
nation for withdrawals and drop outs in each treat-
ment group?) assessed as: Yes (in the case that clear 
explanations for drop outs were given, a further 
subjective evaluation of the risk of bias assessing 
the reasons for the drop out was made) and No.

After taking into account the additional information 
provided by the authors of the trials, studies were 
grouped into the following categories:

(a)   Low risk of bias (plausible bias unlikely to seri-
ously alter the results) if all criteria were met.

(b)   High risk of bias (plausible bias that seriously 
weakens confidence in the results) if one or more 
criteria were not met.

Further quality assessment was carried out to assess 
sample size calculations, definition of exclusion/inclu-
sion criteria and comparability of control and test 
groups at entry. The quality assessment criteria were 
pilot tested using several articles.

13.3.4  Data Synthesis

For dichotomous outcomes, the estimates of effect of 
an intervention were expressed as odds ratios (OR) 
together with 95% CIs. For continuous outcomes, mean 

differences and standard deviations (SDs) were used to 
summarise the data for each group together with 95% 
CIs. The statistical unit was the patient and not the aug-
mentation procedure or the implant. A meta-analysis 
was done only if there were studies of similar compari-
sons reporting the same outcome measures. Odds ratios 
were combined for dichotomous data, and mean differ-
ences for continuous data, using random-effects 
models.

The significance of any discrepancies in the esti-
mates of the treatment effects from the different trials 
was to be assessed by means of Cochran’s test for het-
erogeneity and the I2 statistic, which describes the per-
centage total variation across studies that is due to 
heterogeneity rather than chance. Clinical heterogene-
ity was to be assessed by examining the types of partici-
pants and interventions for all outcomes in each study.

13.4  Results

Of the 19 potentially eligible trials [1–3, 7, 8, 14–16, 18, 
19, 22, 23, 26, 27, 29–31, 33, 36], four were excluded 
because they reported only histological outcomes without 
reporting any implant related outcomes, one because it 
was just a research protocol presenting only histological 
outcomes and one because it presented the data of the 
various group combined [1, 2, 19, 29, 31, 36].

Of the 13 included trials, eight were conducted in 
Italy and five in the Netherlands [3, 7, 8, 14–16, 18, 22, 
23, 26, 27, 30, 33].

Nine trials had a parallel group study design and 
four had a split-mouth design [15, 18, 26, 27]. One 
study included one patient treated bilaterally, and only 
data from a randomly selected side were included in 
this review [3].

For six trials it was declared that support was 
received from industry directly involved in the product 
being tested also in the form of free material [14, 15, 
22, 26, 27, 33]. One trial received support from 
the implant manufacturer; however, the trial was not 
designed to test the implants, but the augmentation 
techniques [23]. The authors of six trials declared that 
no support was received from commercial parties 
whose products were being tested in the trials [3, 7, 8, 
16, 18, 30].

Eleven trials were conducted at university, hospital, 
or specialist dental clinics and two trials in private 
practices [14, 23].
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13.4.1  Characteristics  
of the Interventions

The following interventions were tested:
Different techniques for horizontal bone augmentation.

13.4.1.1  Is Horizontal Augmentation  
Necessary? (No Trial)

13.4.1.2  Which is the most effective horizontal 
augmentation technique? (three trials)

Two-stage sinus lift with autogenous blocks and •	
particulate bone together with buccal onlays mono-
cortico-cancellous bone grafts, to reconstruct the 
width of the maxilla, fixed with titanium screws har-
vested from the iliac crest with or without PRP left 
to heal for 3 months in a split-mouth trial [27]. 
Barriers were not used. PRP was made using the 
Platelet Concentration Collection System kit (PCCS 
kit, 3i Implant Innovations Inc. Palm Beach Gardens, 
FL, USA). Fifty-four millilitre of blood were mixed 
with 6 mL of anti-coagulant (citrate dextrose) and 
processed with the platelet concentration system. 
To promote the release of growth factors from the 
platelets, 10% calcium chloride solution and the 
patient’s serum, as a source of autologous thrombin, 
were added before actual reconstruction of the 
defect with the bone graft. The resulting gel was 
mixed with the bone graft and some gel was applied 
at the closure of the wound at the side treated with 
PRP. Three implants were inserted into the healed 
graft of each side and were left to heal for additional 
6 months. All the augmentation procedures were 
performed under general anaesthesia. Surgical tem-
plates were used to optimise implant insertion. All 
implants were turned titanium self-tapping (Nobel 
Biocare, Göteborg, Sweden) and were rehabilitated 
with two implant supported prostheses.
Two-stage buccal onlays monocortico-cancellous •	
bone grafts fixed with two titanium (diameter 
1.5 mm, Martin Medizin Technik, Tuttlingen, 
Germany) or resorbable poly (D,L-lactide) acid 
(PDLLA, diameter 2.1 mm, Resorb X, Martin 
Medizin Technik) screws in a split-mouth trial, to 
reconstruct the width of the maxilla [26]. Grafts 
were covered with resorbable barriers (Bio-Gide, 

Geistlich Pharmaceutical, Wolhusen, Switzerland). 
Grafts were harvested from the iliac crest and bilat-
eral sinus lifts were performed at the same time 
with autogenous blocks and particulate bone. After 
3 months, implants were inserted into the healed 
graft of each side and were left to heal for an addi-
tional 6 months. All the augmentation procedures 
were performed under general anaesthesia. Surgical 
templates were used to optimise implant insertion. 
All implants were turned titanium self-tapping 
(Nobel Biocare, Göteborg, Sweden) and were reha-
bilitated with implant supported overdentures.
Three different techniques to horizontally augment •	
local ridge maxillary defects (from first to first pre-
molars) for allowing placement of single implants 
were tested (25): (1) bone graft from the chin,  
(2) bone graft from the chin with a resorbable barrier 
(Bio-Gide, Geistlich Pharma, Wolhusen, Switserland) 
and (3) 100% bovine anorganic bone (Bio-Oss, 
spongiosa granules of 0.25–1 mm, Geistlich Pharma) 
with a Bio-Gide resorbable barrier. The cortical bone 
of the recipient sites was perforated to create a bleed-
ing bone surface and to open the cancellous bone. 
Bone blocks from the chin were fixed with a 1.5-mm 
diameter titanium screw (Martin Medizin Technik, 
Tuttlingen, Germany) and particulate bone from the 
chin was placed around the fixed bone grafts. 
Implants were placed 3 months after autogenous 
bone grafting and 6 months after augmenting sites 
with Bio-Oss. Single ITI-EstheticPlus implants 
(Institute Straumann AG, Waldenburg, Switserland) 
were placed using templates and left healing sub-
merged for 6 months. On the day of uncovering, pro-
visional single crowns were screwed on the implants 
and were replaced 1 month later by final porcelain 
crowns with a zirconium oxide core (Procera, Nobel 
Biocare, Göteborg, Sweden).

13.4.2  Different Techniques for Vertical 
Bone Augmentation

13.4.2.1  Is Vertical Augmentation  
Necessary? (Two Trials)

One trial addressed the issue of which is the best •	
treatment alternative to provide an overdenture to 
patients with a resorbed mandible, i.e. symphyseal 
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height 6–12 mm measured on lateral radiographs 
[33]. Three procedures were tested: (1) installation 
of four short implants (8 or 11 mm) left to heal for  
3 months; (2) mandibular augmentation with an 
autologous bone graft from the iliac crest and (3) 
transmandibular Bosker implants. We were only 
interested in the former two procedures. Mandibles 
were augmented under general anaesthesia using the 
interpositional technique. In brief, the mandible was 
sectioned in the interforaminal area, and a bone block 
taken from the anterior ilium was positioned between 
the two segments that were stabilised with osteosyn-
thesis wires and left to heal for 3 months. The wires 
were then removed, and four 13–18 mm long 
implants were placed and left to heal for an addi-
tional 3 months. Patients were not allowed to wear 
their dentures for the entire healing period (about  
6 months). The short implants used were Twin Plus 
IMZ implants (Friatec, Mannheim, Germany), whereas 
the augmented mandibles were treated with four spe-
cially designed IMZ apical screw implants. No 
explanation was given why two different types of 
implants were used. Patients were rehabilitated with 
overdentures supported by an egg-shaped triple bar 
with a Dolder-clip retention system. The bars did not 
have cantilever extensions.
One trial compared the 7 mm short implants vs. •	
10 mm or longer implants placed in atrophic poste-
rior mandibles augmented with a bone substitute 
block (Bio-Oss, Geistlch Pharma, Wolhusen, 
Switserland) placed according to an inlay technique 
(32). Posterior mandibles with 7–8 mm of bone 
height above the mandibular canal and a width of at 
least 5.5 mm as measured on CT scans were treated 
under local anaesthesia. In brief, after a paracrestal 
buccal incision, a horizontal osteotomy was made 
2–4 mm above the mandibular canal. Two oblique 
cuts were made, the bone segment was raised spar-
ing the lingual periosteum and a Bio-Oss block was 
modelled and positioned between the two segments 
that were stabilised with osteosynthesis miniplates, 
covered with a resorbable membrane (Bio-Gide, 
Geistlch Pharma) and left to heal for 5 months. 
Patients were not allowed to wear their removable 
prostheses for 1 month after the augmentation pro-
cedure. Two to three implants (NanoTite, parallel 
walled, with external connection, Biomet 3i, Palm 
Beach, FL, USA) were placed 0.6 mm supracre-
stally and left to heal for 4 months in both groups. 

Provisional screw-retained acrylic restorations were 
delivered and replaced after 4 months by screw-
retained metal-ceramic restorations.

13.4.2.2  Which is the Most Effective Vertical 
Augmentation Technique? (Eight Trials)

Vertical GBR with non-resorbable titanium- •	
reinforced ePTFE barriers (Gore-Tex, WL Gore 
and Associates, Inc., Flagstone, USA) supported by 
particulate autogenous bone harvested from the 
mandibular ramus and when the bone was not suf-
ficient also from the chin (two patients) vs. vertical 
distraction osteogenesis [7]. Two different vertical 
GBR procedures were used: six patients were 
treated with a one-stage approach (implants were 
inserted protruding 2–7 mm from the bone level 
and the augmentation procedure was performed on 
the same occasion; the abutment connection was 
performed after 6–7 months), whereas five patients 
were treated with a two-stage approach (first the 
bone at site was augmented, and after healing of 
6–7 months, the implants were placed and left 
 submerged for an additional 3–5 months). The two-
stage approach was used when the risk of insuffi-
cient primary implant stability of implants was 
subjectively expected. With the two-stage approach 
one or two titanium miniscrews were used as addi-
tional support for the titanium-reinforced barriers. 
All barriers were stabilised with titanium fixating 
pins (Frios, Friadent GmbH, Mannheim, Germany) 
or miniscrews (Gebrüder Martin GmbH & Co., 
Tuttlingen, Germany) or both. The distraction pro-
cedure was accomplished by using osteodistractors 
(Gebrüder Martin GmbH & Co.) fixed to the bone 
segments with 1.5 mm large titanium screws. The 
distraction devices were activated after 1 week, 
twice a day (0.5 mm every 12 h) until the desired 
amount of distraction was obtained (4–9 mm). 
The bone segments were then left to consolidate 
for 2–3 months, the osteodistractors were then 
removed and dental implants placed and left sub-
merged for 3–6 months. The augmentation proce-
dures were performed under local anaesthesia, 
local anaesthesia with intravenous sedation and 
general anaesthesia according to operator and 
patient preferences. Surgical templates were used to 
optimise implant insertion. Two implant systems 
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were used: Brånemark Mark III implants (Nobel 
Biocare, Göteborg, Sweden) in 19 patients and ITI 
SLA implants (Institute Straumann AG, Waldenburg, 
Switzerland) in two patients. The choice of two dif-
ferent implant systems was dictated by the system 
used by the referring dentists. All patients were 
rehabilitated with screw-retained metal-ceramic 
fixed prostheses.
Autogenous onlay bone grafts harvested from the •	
mandibular ramus vs. vertical distraction osteogen-
esis to vertically augment deficient mandibles [8]. 
Patients were grafted with a two-stage approach: 
first bone blocks were fixed with 1.5 mm diameter 
miniscrews (Gebrüder Martin GmbH & Co., 
Tuttlingen, Germany). Empty spaces were filled 
with cancellous bone chips. In case of severe verti-
cal resorption, grafts were assembled in a multi-
layered fashion. No barriers were used. Bone grafts 
were harvested from the mandibular ramus of the 
same side of reconstruction in six patients, while in 
two patients, where larger defects were present, 
bone was  harvested bilaterally. After 4–5 months, 
implants were placed and left submerged for an 
additional 3–4 months. The distraction procedure 
was accomplished by using osteodistractors 
(Gebrüder Martin GmbH & Co.) fixed to the bone 
segments with 1.5 mm large titanium screws. The 
distraction devices were activated after 1 week, 
twice a day (0.5 mm every 12 h) until the desired 
amount of distraction was obtained (2–7 mm). The 
bone segments were then left to consolidate for 
2–3 months, the osteodistractors were then removed 
and dental implants placed and left submerged for 
3–4 months. The augmentation procedures were 
performed under local anaesthesia, local anaesthe-
sia with intravenous sedation and general anaesthe-
sia according to operator and patient preferences. 
Surgical templates were used to optimise implant 
insertion. ITI SLA implants (Institute Straumann 
AG, Waldenburg, Switzerland) were used. All 
patients were rehabilitated with screw-retained 
metal-ceramic fixed prostheses.
One-stage vertical GBR using particulate autoge-•	
nous bone harvested from intraoral locations cov-
ered with non-resorbable titanium-reinforced ePTFE 
barriers (Gore-Tex, WL Gore and Associates, Inc., 
Flagstone, USA), stabilised with miniscrews, vs. 
osteosynthesis plates (Gebrüder Martin GmbH & 
Co., Tuttlingen, Germany), appropriately adapted 

and fixed with miniscrews, supporting resorbable 
collagen barriers (Bio-Gide®, Geistlich Pharma AG, 
Wolhusen, Swit serland) [23]. The augmentation 
procedures were performed under local anaesthesia 
or local anaesthesia with intravenous sedation 
according to operator and patient preferences. 
XiVe®S CELLplus (Friadent GmbH, Mannheim, 
Germany) implants were used. All patients were 
rehabilitated with provisional resin fixed prostheses 
replaced then by metal-ceramic definitive prosthe-
ses. One implant from each patient was used for the 
statistical calculations.
Autogenous inlay bone grafts harvested from the •	
iliac crest vs. distraction osteogenesis to vertically 
augment deficient posterior mandibles [3]. Patients 
were grafted with a two-stage approach: first a 
monocortical bone block was interposed between 
the basal bone and an osteotomised segment raised 
coronally without flap elevation at the lingual side 
to preserve blood supply and fixed with titanium 
miniplates and miniscrews (KLS Martin, Tuttlingen, 
Germany). No barriers were used. After 3–4 months, 
miniplates were removed and implants were placed 
and left submerged for 3–4 months. The distraction 
procedure was accomplished by using osteodistrac-
tors of various brands (Track by KLS Martin, 
Al-Mar by Cizeta, LactoSorb by Wakterl Lorenz 
Surgical, the latter being a resorbable device) fixed 
to the bone segments with various titanium or 
resorbable screws. The distraction devices were 
activated after 1 week, twice a day (0.5–1 mm/day 
for 5–7 days) until the desired amount of distraction 
was obtained (7–15 mm). In two cases a prosthetic 
device was used to avoid lingual tipping. The bone 
segments were then left to consolidate for 3–4 
months, the osteodistractors were removed and 
dental implants placed and left submerged for 3/4 
months. All augmentation procedures were per-
formed under general anaesthesia. Dental implants 
of several brands were used (A-Z implant, 
Biohorizons, Biomet 3i, Friadent, Nobel Biocare). 
All patients were rehabilitated with partial provi-
sional prostheses for 14–16 months until definitive 
prostheses were delivered.
Autogenous inlay bone grafts harvested from the •	
iliac crest vs. blocks of anorganic bovine bone (Bio-
Oss®, Geistlich Pharma AG, Wolhusen, Switserland) 
for vertically augmenting deficient posterior man-
dibles [15]. Patients were grafted with a two-stage 
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approach: first a monocortical bone block was inter-
posed between the basal bone and an osteotomised 
segment raised coronally without flap elevation at 
the lingual side to preserve blood supply and fixed 
with titanium miniplates and miniscrews (KLS 
Martin, Tuttlingen, Germany) and covered with a 
resorbable barrier (Bio-Gide®, Geistlich Pharma 
AG). The contra-lateral side was treated with a sim-
ilar technique, but using a Bio-Oss bone block 
instead. The removable prostheses were allowed for 
1 month after the augmentation procedure. After 4 
months, miniplates were removed and implants 
were placed and left submerged for 4 months. All 
augmentation procedures were performed under 
general anaesthesia and patients remained hospital-
ised for 3 days. Dental implants of three different 
brands were used (Nanotite Biomet 3i cylindrical 
implants with external connection, Ankylos and 
XiVe Dentsply-Friadent implants). All patients 
were rehabilitated with fixed partial provisional 
acrylic prostheses for 4 months until definitive 
metal-ceramic fixed prostheses were delivered.
Two-stage vertical GBR using non-resorbable tita-•	
nium-reinforced ePTFE barriers (Gore-Tex, WL 
Gore and Associates, Inc., Flagstone, USA), stabi-
lised with miniscrews, comparing particulate autog-
enous bone harvested from the retromolar area with 
trephine drills and subsequently particulated with a 
bone mill vs. an allograft made of malleable allo-
genic bone matrix (Regenaform, Regeneration 
Technologies, Alachua, FL, USA) [18]. This 
allograft is a combination of assayed demineralized 
bone matrix (DFDBA) with cortico-cancellous 
bone chips uniformly dispersed in a termoplastic 
biological carrier which became malleable when 
warmed between 43 and 49°. The augmentation 
procedures were performed under local anaesthesia 
with sedative pre-medication half an hour prior to 
surgery. Two mini-implants were used as “poles” to 
support the barrier. They were placed to protrude 
for the required height. One pole was a stainless 
steel mini-screw (6–12 mm long; Ace Dental 
Implant System, Brockton, MA, USA), and the 
other was an immediate provisional implant (IPI, 
Steri-Oss, Nobel Biocare, Göteborg, Sweden). This 
micro-implant (2 mm in diameter and 10 mm in 
length) was removed at implant installation with a 
4-mm diameter trephine bur for histological exami-
nation. Several drill holes were made on the cortical 

bone to ensure bleeding. After 6 months of sub-
merged healing, the barriers and the mini-implant 
were removed and Brånemark MK III (Nobel 
Biocare) implants with a TiUnite surface were 
placed. After 5 month of healing, implant stability 
was tested and abutments were placed.
Ultrasound or placebo were applied using a sonic-•	
accelerated fracture-healing system (SAFHS model 
2000, Smith and Nephew, Memphis, TN, USA) by 
patients subjected to vertical osteodistraction osteo-
genesis in the anterior mandible when active osteo-
distraction was initiated after a latency period of 
about 5 days [30]. Ultrasound self-treatment 
involved a daily treatment of 20 min for about  
50 days on the skin of the chin covering the osteo-
distraction gap using 1.5 MHz pressure wave in 
pulses of 200 ms. Between pulses there was an 800-
ms pause (on:off period > 1:4). Patient compliance 
was monitored by a memory chip inside the ultra-
sound equipment. Six weeks post-distraction, the 
distraction devices were removed and two 12 mm 
long ITI Bonefit implants (Straumann AG, 
Waldenburg, Switserland) were inserted and left to 
heal for 3 months before being loaded with an 
overdenture.
Inlays vs. onlays autogenous bone grafts harvested •	
from the iliac crest to vertically augment deficient 
posterior mandibles [16]. Patients were grafted with 
a two-stage approach: a monocortical bone block 
was either interposed between the basal bone and the 
osteotomised segment raised coronally without flap 
elevation at the lingual side to preserve blood supply 
or placed as an onlay. Grafts were fixed with titanium 
miniplates or miniscrews (Gebrüder Martin GmbH & 
Co, Tuttlingen, Germany). The grafted areas were 
covered with resorbable barriers (Bio-Gide®, Geis-
tlich Pharma AG). All augmentation procedures 
were performed under general anaesthesia. Patients 
were instructed not to wear removable prostheses for 
1 month after the augmentation procedure. After 3–4 
months miniplates/screws were removed and two 
dental implants were placed and left submerged for  
4 months. Dental implants of several brands were 
used (Biomet 3i and XiVe Dentsply-Friadent implants 
for the inlay group and Astra Tech, Biolok and Alpha 
Bio implants for the onlay group). All patients were 
rehabilitated with screw-retained acrylic partial pro-
visional prostheses for 4–5 months until definitive 
screw-retained prostheses were delivered.
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13.4.3  Characteristics 
of Outcome Measures

Prosthesis failure [•	 3, 7, 8, 14–16, 18, 22, 23, 26, 27, 
30, 33].
Implant failure [•	 3, 7, 8, 14–16, 18, 22, 23, 26, 27, 
30, 33].
Augmentation procedure failure [•	 3, 7, 8, 14–16, 18, 
22, 23, 26, 27, 30, 33].
Major complications at augmented site [•	 3, 7, 8, 
14–16, 18, 22, 23, 26, 27, 30, 33].
Major complications at bone donor site [•	 3, 7, 8, 15, 
16, 18, 22, 23, 26, 27, 33].
Patient satisfaction including aesthetics [•	 22, 33]. 
We could not use the data of one trial since they 
were not presented by study groups [22].
Patient preference including aesthetics (only in •	
split-mouth trials) [15].
Bone gain vertically or horizontally or both expressed •	
in mm or percentage including bone level changes 
over time: vertical bone gain was measured in mm by 
direct measurement in seven studies [3, 7, 8, 15, 16, 
18, 23]. Peri-implant marginal bone level changes 
were assessed in five trials (7, 8, 15, 16, 22), but in 
three trials (16, 25, 33) data were presented in a way 
we could not use. One study included different types 
of implants followed at different follow-up time [16]. 
The resorption pattern of the mandible after implant 

insertion was evaluated in one study using the oblique 
lateral radiographic technique, but insufficient data 
were presented to enable us to evaluate bone height 
changes [33].
Aesthetics assessed by dentist: one trial; however, •	
we could not use the data since they were not pre-
sented by study groups [22].
Duration of the treatment period starting from the •	
first intervention to the functional loading of the 
implants: all trials.
Treatment costs: no trials. However, this outcome mea-•	
sure was indirectly extrapolated by us for all trials.

13.4.4  Duration of Follow-Up

Four-month post-loading [•	 14].
One-year post-loading [•	 15, 16, 18, 22].
One-year and half post-loading [•	 3].
Two-year post-loading [•	 26, 27, 30, 33].
Three-year post-loading [•	 7, 8, 23].

13.4.5  Risk of Bias in Included Studies

The final quality scoring after having incorporated the 
additional information kindly provided by the authors 
of the trials is summarised in Table 13.1. For each 

Study Allocation 
concealment

Outcome assessor blind Withdrawals Risk of bias

Stellingsma et al. [33] Unclear No Yes, reasons given High

Chiapasco et al. [7] Inadequate No None High

Raghoebar et al. [27] Unclear Yes None High

Raghoebar et al. [26] Unclear No None High

Chiapasco et al. [8] Adequate Yes, when possible None Low

Meijndert et al. [22] Unclear Yes Yes, reasons given High

Merli et al. [23] Adequate Yes, when possible None Low

Bianchi et al. [3] Adequate Yes, when possible None Low

Felice et al. [15] Inadequate Yes, when possible None High

Fontana et al. [18] Adequate Yes None Low

Schortinghuis et al. [30] Adequate Yes None Low

Felice et al. [14] Adequate Yes None Low

Felice et al. [16] Adequate Yes None Low

Table 13.1 Risk of bias assessment after having included additional explanations provided by the authors of the included trials
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trial, we assessed whether it was at low or high risk of 
bias. Seven studies were judged to be at low risk of 
bias and the remaining at high risk of bias [3, 14, 16, 
18, 23, 25, 30].

13.4.6  Allocation Concealment

While assessing the information presented in the arti-
cles, allocation concealment was scored adequate for 
three trials (18, 26, 32), inadequate for one trial (29) 
and unclear for all other trials. All authors replied to 
our request for clarification [7, 14, 15, 23]. While eval-
uating authors’ replies, one trial scored as being ade-
quately concealed became not concealed 18; five trials 
were judged to be properly concealed (24, 28, 30, 31, 
33), whereas four trials remained unclear 21, 23, 25, 
34 [3, 6–8, 14–16, 18, 23, 26, 27, 30].

13.4.7  Blinding

While assessing the information presented in the arti-
cles for the outcome measures of interest in the present 
review that were possible to be masked, blinding of the 
outcome assessor was scored as unclear for all trials 
with five exceptions [15, 22, 23, 27, 30]. Three trials 
were scored as blinded (21, 25, 31) and two as blinded 
when possible (26, 29) [15, 22, 23, 27, 30]. All authors 
replied to our request for clarification. When evaluat-
ing authors’ replies, the outcome assessors of two tri-
als were considered blinded (30, 33), of three trials 
blinded when possible (24, 28, 32) since complete 
blinding was not possible, and those of three trials as 
not blinded (18, 23, 34) [3, 7, 8, 14, 16, 18, 26, 32].

13.4.8  Completeness of Follow-Up

When assessing the information presented in the arti-
cles, information on drop outs was clearly presented in 
all trials, with one exception [7]. The authors con-
firmed that there were no withdrawals [7].

13.4.8.1  Main Inclusion Criteria

Severely resorbed maxillae (classes V–VI accord-•	
ing to Cawood with maxillary sinuses having 

<5 mm in height of residual alveolar bone with 
reduced stability and retention of upper dentures) 
[6, 26, 27].
Severely resorbed mandibles, i.e. symphyseal •	
height 6–12 mm as measured on standardised  lateral 
radiographs of patients who have been ed entulous 
for at least 2 years and experienced severe func-
tional problems with their lower dentures [32].
Residual bone height over the mandibular canal of •	
5–9 mm [3].
Residual bone height over the mandibular canal of •	
5–7 mm and bone width of at least 5 mm [15].
Residual bone height over the mandibular canal of •	
7–8 mm and bone width of at least 5.5 mm [14].
Residual bone height over the mandibular canal •	
of at least 4.5–11 mm and bone width of at least 
5 mm [16].
Patients with bilateral posterior mandibular partial •	
edentulism (Applegate-Kennedy Class I) having a 
defect of more than 3 mm considering the deepest 
portion of the edentulous ridge in relation to the 
bone adjacent the last tooth [18].
Edentulous ridges requiring vertical regeneration •	
[7, 8, 23].
Horizontal bone deficiency in a maxillary site (inci-•	
sor, cuspid or first bicuspid) requiring a single 
implant [22].

13.4.8.2  Main Exclusion Criteria

Smoking more than 20 cigarettes per day [•	 23].
Smoking more than 15 cigarettes per day [•	 3, 7, 8, 15].
Smoking more than ten cigarettes per day [•	 18].
Smokers [•	 22].
Intravenous bisphosphonate [•	 14–16].
Severe knife-edge ridges [•	 3, 7, 8].
History of reconstructive, pre-prosthetic surgery or •	
previous oral implantology [15, 16, 22, 26, 27].
Edentulous period less than 3 months [•	 14, 18].
Edentulous period less than 1 year [•	 26, 27].
Mucosal disease, such as lichen planus, in the areas •	
to be treated [3, 7, 8, 15, 16].

13.4.9  Sample Size

A priori calculation for the sample size was undertaken 
in three trials [14, 15, 23]. The calculation of one trial 
was based on the complications that occurred in 
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another similar RCT [19, 23]. Twenty-one patients 
were needed in each group to detect a difference 
between a proportion of complications from 0.27 to 
0.80. However, the trial included only 11 patients per 
group, thus the sample size requirement was not ful-
filled. In one trial of split-mouth design, the sample 
size was calculated to detect patient preference of one 
procedure over the other against the alternative hypoth-
esis that treatments were equally preferred [15]. This 
reduced to a simple one sample proportion scenario. A 
one group chi-square test with a 0.050 two-sided sig-
nificance level had 80% power to detect the difference 
between the null hypothesis proportion of 0.500 and 
the alternative proportion of 0.900 when the sample 
size is ten. The sample size was achieved. The calcula-
tions for another trial were based on implant failures 
[14]. A two group continuity corrected chi-square test 
with a 0.050 two-sided significance level had 80% 
power to detect the difference between a proportion of 
0.100 and a proportion of 0.300 for patients experienc-
ing at least one implant failure (odds ratio of 3.857) 
when the sample size in each group was 72. However, 
only 30 patients were recruited in each group and the 
size requirement was not fulfilled.

Baseline comparability between treatment groups

No apparent major baseline differences [•	 7, 14–16, 
18, 22, 23, 26, 27, 30, 33].
Unclear whether major baseline differences existed [•	 8].
The following major baseline differences existed: •	
more bone (1.1 mm) above the mandibular canal in 
the inlay group [3].

13.4.10  Effects of Interventions

Different techniques for horizontal bone augmentation.

13.4.10.1  Is the Augmentation Procedure 
Necessary? (No Trial)

Which is the most effective augmentation technique? 
(3 trials with 106 patients)

One trial compared two techniques for augmenting •	
resorbed maxillae including atrophic maxillary 
sinuses [27]. Only patients with less than 5 mm of 
alveolar bone height in the sinus floor were included. 

Five patients were treated with a split-mouth 
approach with two-stage sinus lift with autogenous 
bone together with buccal onlays grafts, harvested 
from the iliac crest, one side with PRP and the other 
without. All patients were followed for 2 years after 
implant loading and there were no drop outs. No 
serious complications occurred at the grafted sites: 
one sinus membrane was perforated during surgery, 
but healing was uneventful. A small incision break-
down occurred in the first week at the non-PRP side 
of one patient. A seroma that healed uneventfully 
was the only complication that occurred at the donor 
sites. During the prosthetic phase one implant failed 
in the PRP side, but no prostheses failed. There was 
no statistically significant difference for any of the 
outcomes considered in this review. The difference 
in cost and treatment time was the use of PRP. 
Prostheses were inserted about 10 months after 
augmentation. The trial was judged to be at high 
risk of bias.
One split-mouth trial compared two titanium vs. two •	
resorbable screws for fixating two-stage buccal 
onlay grafts, harvested from the iliac crest, to 
resorbed maxillae [26]. Eight patients were followed 
for 2 years after implant loading and there were no 
drop outs. No serious complications occurred at the 
grafted and donor sites. Two resorbable screws broke 
at insertion (one because of incorrect handling), but 
they could be removed and replaced. A small inci-
sion breakdown occurred in the first week at the tita-
nium screw side of one patient. Another patient 
developed a slight submucosal swelling with  redness 
of the mucosa above a resorbable screw 3 months 
after the augmentation procedure, which disap-
peared after implant placement. No prostheses or 
implant failed. There was no statistically significant 
difference for any of the outcomes considered in this 
review. The difference in cost and treatment time 
was the use of different screws. Prostheses were 
inserted about 10 months after augmentation. The 
trial was judged to be at high risk of bias.
One trial compared three two-stage techniques to •	
horizontally augment bone at maxillary sites (inci-
sor, cuspid or first bicuspid) to allow placement of 
single implants [22]. Thirty-one patients were 
included in each group and were followed up for 
1 year after loading. The following procedures were 
tested: (1) autogenous bone block from the chin; 
(2) autogenous bone block from the chin plus a 
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resorbable barrier; (3) 100% Bio-Oss plus a resorb-
able barrier. No patients dropped out. Not a single 
complication occurred. Two single implants failed 
early in the group treated with Bio-Oss plus resorb-
able barrier, though this difference was not statisti-
cally significant. Many other outcome measures 
(peri-implant bone level changes, patient satisfac-
tion, aesthetics judged by patients and by an inde-
pendent dentist) could not be used in the present 
review because data were aggregated and not pre-
sented by study groups. With respect to cost and 
treatment time, the additional costs for the barriers, 
and Bio-Oss should be considered. Patients had to 
wait 9 months (bone block groups) or 1 year (Bio-
Oss plus barrier group) to be rehabilitated. The trial 
was judged to be at high risk of bias.

13.4.11  Different Techniques for Vertical 
Bone Augmentation

13.4.11.1  Augmentation Necessary?  
(Two Trials with 100 Patients)

One trial evaluated the need to augment anterior atro-•	
phic mandibles (residual bone height between 6 and 
12 mm) up to 2 years after loading (Fig. 13.1) [33]. 
Twenty patients received four short implants 
(8–11 mm), whereas 20 patients received interposed 
iliac bone grafts and four longer implants (13–18 mm) 
to support overdentures. Two patients dropped out, 
one from each group about 3 months after overden-
ture delivery due to death and moving. In the short 
implant group two complications occurred: bleeding 
during surgery and permanent unilateral hypoaesthe-
sia, and no early implant failure. In the augmented 
group six complications occurred: one life threaten-
ing complication (post-operative sublingual oedema 
which left the patient in intensive care for 3 days); 
two wound dehiscences; two unilateral dysaesthe-
siae, one of which completely recovered; and one 
necrosis of the osteotomized cranial fragment of the 
mandibles. In the augmented group four patients lost 
one implant each and a fifth patient lost all implants 
(possibly for necrosis of the osteotomized cranial 
fragment of the mandible and had to be re-treated), 
before or at abutment connection. Although the 
RevMan P value for the odds ratio (OR) was not 

 statistically significant (p > 0.08), Fisher’s exact test 
(two sided) found a significant difference (p > 0.048), 
with higher implant failure for the augmented man-
dibles, confirming the findings of the original article. 
Statistically significant differences were also found at 
3 weeks after the first surgical intervention: (1) 85% 
of the patients in the augmentation group reported 
serious pain for more than 1 week vs. 20% of the 
patients in the short implant group (OR 22.7; 95% 
confidence interval (CI) 4.4–117.5); (2) 30% of the 
patients in the augmentation group reported no 
improvement in their facial appearance vs. 80% of 
the patients in the short implant group (in this group, 
70% reported no change, and 10% reported a deterio-
ration of their facial appearance) (OR 0.11; 95% CI 
0.03–0.46). The article also reported a statistically 
significant difference with 50% of the patients in the 
augmentation group experienced the operation more 
negatively than expected vs. 25% of the patients in 
the short implant group; however, we did not find this 
difference significant. With respect to prosthetic 
aftercare, four unplanned interventions were required 
in the short implant group vs. ten interventions in the 
graft group. Numerous aspects of patient satisfaction 
including aesthetics were investigated using validated 
questionnaires at 1 year and no statistically signifi-
cant differences among groups were found. With 
respect to cost and treatment time, while short 
implants were placed under local anaesthesia, the 
graft procedures required general anaesthesia, a mean 
of 5.9 days of hospitalisation (range 3–9; SD 1.3) and 
the double healing time (about three additional 
months), and patients could not wear the lower den-
ture for 6 months. The trial was judged to be at high 
risk of bias.
One trial evaluated the need to augment posterior •	
atrophic mandibles (residual bone height above the 
mandibular canal between 7 and 8 mm and width of 
at least 5.5 mm) up to 4 months after loading 
(Fig. 13.1) [14]. Thirty patients received 2–3 7 mm 
short implants and 30 patients received an interposed 
anorganic bovine bone block (Bio-Oss) and, after  
5 months of healing, 2 to 3 10 to 15 mm long implants 
to support fixed partial restorations. No patient 
dropped out. No complications occurred in the short 
implant group vs. four complications (wound dehis-
cence/infections) in the augmented group: three of 
these dehiscence persisted until implant placement, 
and in two patients, partial loss of the bone graft 
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Fig. 13.1 Forest plots illustrating the meta-analysis of two trials comparing short implants vs. augmentation of the mandible. Shot 
implants had statistically less implant failures and complications than longer implants placed in augmented mandibles
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occurred. Two augmentation procedures were consid-
ered a complete failure because the planned augmen-
tation was not obtained and 7 mm short implants had 
to be used instead of the planned 10 mm or longer 
implants. These graft failures were associated with 
the fracture of the Bio-Oss blocks at the augmentation 
procedure. In the augmented group three patients lost 
one implant each vs. one patient in the short implant 
group and the related prostheses could not be placed 
when planned; however, all failed implants were suc-
cessfully replaced and loaded. No statistically signifi-
cant differences between groups were observed. With 
respect to cost and treatment time, short implants 
were loaded about 4 months after initiation of the 
treatment, whereas longer implants placed in aug-
mented bone about 9 months after treatment start. The 
cost of one additional surgical intervention and of the 
Bio-Oss block for patients treated with the augmenta-
tion procedure should also be considered. The trial 
was judged to be at low risk of bias.

The meta-analysis of these two trials for the outcome 
measures (prostheses failures, implant failures and 
complications) resulted in statistically significant more 
implant failures OR > 6.54 (95% CI 1.12–38.22) and 
complications OR > 5.38 (95% CI 1.22–23.64) in the 
vertically augmented group (Fig. 13.1) [14, 33].

13.4.11.2  Which is the Most Effective 
Augmentation Technique?  
(8 Trials with 118 Patients)

One trial compared distraction osteogenesis in •	
11 patients vs. GBR with non-resorbable barriers 
and particulate autogenous bone grafts taken from 
the mandibular ramus (if not sufficient also from 
the chin) in ten patients for vertically augmenting 
edentulous ridges for 3 years after loading [7]. No 
patient dropped out. Two complications occurred in 
two patients of the osteodistraction group: the bone 
fragment inclined lingually during the distraction 
phase probably due to the traction on the osteoto-
mized segment by muscle forces of the floor of the 
mouth. The complications were successfully treated 
by applying an orthodontic traction until the bone 
segment consolidated in the desired position. Five 
complications occurred in four patients of the GBR 
group: three barrier exposures occurred, one of 

which was associated with an infection, and two 
transient paraesthesiae of the chin area lasting 1 and 
4 weeks. Both paraesthesiae were associated with 
the only two procedures for harvesting bone 
from the chin. All procedures for harvesting bone 
from the ramus were complication free. There was 
no statistically significant difference for complica-
tions between the two procedures. No implants or 
prostheses failed over the 3-year follow-up period. 
The mean bone gain after the augmentation proce-
dure was reported for both groups, but without 
explaining how it was recorded or which were the 
reference points. Also data on peri-implant bone 
loss were unclear and could not be used. With 
respect to cost and treatment time, in the GBR 
group the cost of the barriers and the fixing pins 
should be considered vs. the cost of the intraoral 
distractor and related orthodontic therapy when 
needed. In the osteodistraction group, the time of 
exposing the implants ranged between 6 and a half 
months (mandibles) to 9 and a half months (maxil-
lae) and patients were not allowed to use prostheses 
for about 3 and a half months. In the GBR group, 
the time of exposing the implants ranged between 
6 and 7 months, when implants were placed simul-
taneously with the GBR procedure, and to 9–12 
months, when implants were placed after the ridge 
had been vertically augmented. Patients were left 
without removable prostheses for 6–7 months. The 
trial was judged to be at high risk of bias.
One trial compared distraction osteogenesis in nine •	
patients vs. autogenous onlay bone grafts taken from 
the mandibular ramus in eight patients for verti-
cally augmenting mandibular edentulous ridges for  
3 years after loading [8]. No patient dropped out. 
Three complications occurred in three patients of 
the osteodistraction group: the bone fragment 
inclined lingually during the distraction phase prob-
ably due to the traction on the osteotomized segment 
by muscle forces of the floor of the mouth. The 
complications were successfully treated by applying 
an orthodontic traction until the bone segment con-
solidated in the desired position. In the third patient, 
distraction was interrupted before completion 
because of the impossibility to move further the dis-
tracted segment. This was probably caused by an 
incorrect design of the vertical osteotomic lines. 
Shorter implants (6 mm instead of the planned 
8 mm) could be placed anyway. Four complications 



210 M. Esposito et al.

occurred in four patients of the bone graft group: 
three paraesthesiae of the alveolar inferior nerve, 
two transient but one permanent. In the last patient 
the graft became exposed and was partially lost. The 
treatment could be completed anyway using short 
implants. There was no statistically significant dif-
ference for complications between the two groups. 
No implants or prostheses failed over the 3-year 
follow-up period. The mean bone gain after the aug-
mentation procedure was 5.3 + 1.58 mm for the oste-
odistracted sites and 5.0 + 1.07 mm for the grafted 
sites. No statistically significant differences were 
observed regarding marginal peri-implant bone loss 
between groups at 1 and 3 years. Three years after 
loading, implants in osteodistracted sites lost on 
average 0.9 mm of peri-implant bone vs. 1.3 mm in 
grafted sites. With respect to cost and treatment 
time, in the bone graft group only the cost of the fix-
ing pins should be considered vs. the cost of the 
intraoral distractor and related orthodontic therapy 
when needed, making bone grafting cheaper. In the 
bone graft group, the time occurring for exposing 
the implants ranged between 8/9 months. Patients 
were left without removable prostheses for at least 2 
months. In the osteodistraction group the time to 
expose implants was 7/8 months and patients were 
not allowed to use prostheses for about 3 months. 
The trial was judged to be at low risk of bias.
One trial compared one-stage particulate auto  g-•	
enous bone grafts from intraoral locations in  
11 patients treated with non-resorbable titanium-
reinforced barriers vs. 11 patients treated with 

resorbable barriers supported by osteosynthesis 
plates (26). One implant per patient was used for 
the statistical calculations. No patient dropped out. 
Four complications occurred in the resorbable 
group: two abscesses that determined the failure of 
the grafting procedures, and two minor complica-
tions not affecting the outcome of the therapy (bar-
rier exposure without sign of infection, and a 
swelling suggesting an early infection successfully 
treated with antibiotics). Five complications 
occurred in the non-resorbable group: one infection 
that determined the failure of the graft and three fis-
tulas in three patients. The last complication was 
lymph nodes swelling 1 month after intervention 
suggesting an infection that was treated with sys-
temic antibiotics. No study implant failed and all 
planned prostheses could be delivered. Both treat-
ments resulted in statistically significant vertical 
bone gain (2.2 mm for the resorbable group and 
2.5 mm for the non-resorbable group); however, no 
statistically significant differences were found 
among the two procedures (Fig. 13.2). Three years 
after loading, both groups lost peri-implant bone in 
a statistically significant way (about 0.5 mm) and 
there was no difference in bone loss between groups 
(Fig. 13.2). With respect to cost and treatment time, 
for the resorbable group the cost of one or two bar-
riers, the osteosynthesis plates and related fixating 
pins should be considered vs. the cost of a titanium-
reinforced barrier and related pins in the non-
resorbable group, which could be slightly cheaper. 
The healing time for both groups was about four 
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Fig. 13.2 Forest plot illustrating clinical vertical bone gain at 
abutment connection and radiographic peri-implant bone levels 3 
years after loading of two regenerative techniques for vertical 
augmentation with autogenous bone using non-resorbable tita-
nium-reinforced barrier or resorbable barriers supported by 

 osteosynthesis plates. Both procedures determined a statistically 
significant gain of bone with no statistical differences among the 
two techniques. Only about 0.5 mm of peri-implant bone was lost 
3 years after loading
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and a half months, slightly less than originally 
planned (5 months), due to premature removal of 
some infected barriers. The trial was judged to be at 
low risk of bias.
One trial compared distraction osteogenesis in five •	
patients vs. autogenous inlay bone grafts taken from 
the iliac crest in six patients for vertically augment-
ing mandibular edentulous ridges of 5–9 mm height 
above the mandibular canal for at least 1 year and 
half after loading [3]. No patient dropped out. Three 
complications occurred in the distraction group and 
one in the inlay group. In the distraction group two 
patients developed progressive lingual inclination 
of the distraction segments possibly due to traction 
by the muscles of the floor of the mouth. Orthodontic 
traction was applied to avoid consolidation of the 
distracted segments in an unfavourable position. 
One patient developed a minor infection at implant 
insertion time resolved with local debridement. 
There were no statistically significant differences 
for complications between groups. In the inlay 
group recovery of the donor sites was uneventful in 
all cases with no complications. One patient devel-
oped a post-augmentation dehiscence of the distal 
fixation screw, infection and partial resorption of 
the cranial segment. This was resolved with local 
debridement. Those complications did not jeopar-
dise the success of the augmentation procedures. 
No study implant failed and all planned prostheses 
could be delivered. Both treatments resulted in  vertical 
bone gain (8.4 mm for the distraction group and 
5.1 mm for the inlay group), with osteodistraction 
gaining statistically more bone (Fig. 13.3). With 
respect to costs, for the distraction group the cost of 
the distractor device should be considered vs. the 
cost of the osteosynthesis plates in the inlay group, 
which could be slightly cheaper. The time needed to 

achieve the desired outcome was similar. The trial 
was judged to be at low risk of bias.
One split-mouth trial compared autogenous bone •	
blocks taken from the iliac crest vs. anorganic 
bovine bone blocks used as inlays in ten patients for 
vertically augmenting posterior mandibular edentu-
lous ridges of 5–7 mm height above the mandibular 
canal for 1 year after loading [15]. No patient 
dropped out. Three complications occurred in three 
patients: two infections at the sites grafted with 
autogenous bone, one determining the complete 
failure of the graft and the other a partial loss of the 
graft vs. a minor soft tissue dehiscence at a Bio-Oss 
treated site. Because of the complete failure of one 
autogenous bone graft, the two planned implants 
and their prostheses could not be placed. One 
implant failed in the Bio-Oss group 11 weeks after 
loading. It was successfully replaced and a new 
prostheses was made. There were no statistically 
significant failures for prostheses and implant fail-
ures as well as complications. Both treatments 
resulted in vertical bone gain (6.2 mm for the bone 
substitute group and 5.1 mm for the autogenous 
bone group), and the difference of 1.1 mm was not 
statistically significant. One-year after loading, both 
groups lost statistically significant peri-implant 
marginal bone (0.82 mm the autogenous bone group 
and 0.59 mm the Bio-Oss group), but the 0.21 mm 
of difference between the two groups was not statis-
tically significant. When asked for their preference 
1 month after delivery of the definitive prostheses, 
eight out of ten patients preferred the bone  substitute 
vs. two patients who had no preference since both 
interventions were fine for them. This difference 
was statistically significant (OR > 0.03, 95% CI 
0.00–0.64, p > 0.02). With respect to costs, the cost 
of the bone substitutes should be considered vs. the 
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Fig. 13.3 Forest plot comparing osteodistraction with inlay bone grafts for vertically augmenting posterior mandibles. Statistically 
significant more vertical bone gain was obtained with osteodistraction
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need of an additional operation to retrieve autoge-
nous bone for the iliac crest which has to be con-
ducted in general anaesthesia. The time needed to 
achieve the desired outcome was similar. The trial 
was judged to be at high risk of bias.
One split-mouth trial evaluated vertical GBR with •	
titanium-reinforced barriers supported by two 
“poles” comparing particulate autogenous bone 
harvested from the retromolar area with a thermo-
plastic allogenic bone substitute (Regenaform) in 
five patients for vertically augmenting posterior 
mandibular edentulous ridges up to 1 year after 
loading [18]. No patient dropped out. Two compli-
cations occurred in one patient, one at each of 
treated site. The side treated with autogenous bone 
showed an infection without barrier exposure 
2 months after augmentation. The barrier and the 
small tissue portion affected by the infection were 
removed. On the contra-lateral side a buccal bone 
dehiscence developed around one of the implants. It 
was treated with autogenous bone and a resorbable 
barrier. Those complications did not jeopardise the 
success of the augmentation procedures. No study 
implant failed and all planned prostheses could be 
delivered. Both treatments resulted in vertical bone 
gain (4.7 mm for the bone substitute group and 
4.1 mm for the autogenous bone group), and the 
difference of 0.6 mm was statistically significant 
(Fig. 13.4). With respect to costs, the cost of the 
bone substitutes should be considered vs. the need 
of an additional flap operation to retrieve  autogenous 
bone. The time needed to achieve the desired 

 outcome was similar. The trial was judged to be at 
low risk of bias.
One trial evaluated the effect of ultrasounds on ver-•	
tical distraction osteogenesis in anterior atrophic 
mandibles [30]. Five patients were treated with 
ultrasounds and four patients with a placebo. The 
ultrasounds or placebo were delivered at the start of 
the active osteodistraction phase for about 45 days. 
No patient dropped out. No complication occurred, 
no implant failed and all planned prostheses could 
be delivered and followed for 2 years after loading. 
The distraction distance obtained was 4.6 mm for 
the ultrasound group and 5.8 mm for the placebo 
group. The difference of 1.2 mm was not statisti-
cally significant, but clearly in favour of the placebo 
group. With respect to costs, the cost of the ultra-
sound equipment should be considered. The time 
needed to achieve the desired outcome was similar, 
though patients had to spend about 20 min/day for 
about 45 days to deliver the treatment. The trial was 
judged to be at low risk of bias.
One trial evaluated inlays (in ten patients) vs. onlays •	
(in 13 patients) of autogenous bone grafts harvested 
from the iliac crest to vertically augment deficient 
posterior mandibles of 4.5–10 mm height above the 
mandibular canal for 1 year after loading [16]. The 
number of patients in each group was unbalanced 
because toss of a coin was used to randomise 
patients. No patient dropped out. Four complica-
tions occurred in four patients of the inlay group 
(three dehiscence/infection with partial exposure of 
the miniplates, one determining the failure of the 
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Fig. 13.4 Forest plot comparing autogenous bone with a bone substitute for vertically augmenting posterior mandibles. Statistically 
significant more vertical bone gain was obtained using a bone substitute
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augmentation procedure and one peri-implantitis) 
vs. six complications in five patients from the onlay 
group (three dehiscence/infection with partial expo-
sure of the miniplates, one determining the failure 
of the augmentation procedure, two altered chin/lip 
sensation, one lasting for 6 months and one perma-
nent and one peri-implantitis in the same patient 
who had paraesthesia for 6 months). No implant 
failed. Both treatments resulted in vertical bone 
gain (3.5 mm for the onlay group and 4.5 mm for 
the inlay group), and the difference between the two 
procedures of 1 mm was not statistically significant 
(Fig. 13.5), but was very close to significance 
(p > 0.07). There were no differences in costs and 
treatment time. The trial was judged to be at low 
risk of bias.

13.5  Discussion

This review was originally conceived as having a broad 
focus and was aimed to include any RCT dealing with 
any aspect of bone augmentation in relation to dental 
implant rehabilitation. In the present update we decided 
to split the original review in three more focused 
reviews: the present one dealing with horizontal and 
vertical bone augmentation procedures, one dealing 
with procedures to augment the maxillary sinus, and a 
third one dealing with minor augmentation procedure 
at extraction sockets, immediate implants and implants 
with bone fenestration. We are fully aware that there 
are limitations in this classification, as in many classi-
fications, since the exact borders among the different 
categories may not always be clearly identified. Trials 
reporting only histological outcomes or which did not 

report any implant related outcome were not consid-
ered of interest since they would not be able to provide 
reliable clinical information for the prognosis of dental 
implant rehabilitation.

Only in three trials was a sample size calculation 
undertaken 26, 29, 32; however, the planned sample 
sizes could be achieved only in one trial 29 [14, 15, 
23]. Sample sizes of all studies were relatively small. 
It is, therefore, likely that many of these studies were 
underpowered to demonstrate any significant difference 
in outcome measures between groups. Nevertheless, 
some of the included trials did provide limited but 
indeed useful clinical information and indications that 
should be carefully evaluated by clinicians when decid-
ing whether to perform an augmentation procedure or 
not, or which augmentation procedure to select. We 
have spent a great deal of time contacting RCTs’ 
authors, who have kindly provided useful unpublished 
information on their trials. We feel that these contacts 
have made the present review more complete and use-
ful for the readers. It is also worth observing that all 
authors of the included trials replied to our requests of 
clarifications. It is unusual to have such a high response 
rate. This might be partly explained by the serious 
research interests of the investigators conducting RCTs 
in the area, and may be indicative of a growing con-
sciousness that high quality systematic reviews can be 
of great benefit to the entire society. We also noticed 
a considerable increase in the number of RCTs 
 published over the last years. This should be viewed 
positively since it may indicate that in the near future 
some currently unanswered clinical questions might 
finally get an evidence-based answer, going over the 
traditional “opinion-biassed” approach to clinical 
decision-making. The priority now is to concentrate 
research efforts on a few important clinical questions, 
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Fig. 13.5 Forest plot comparing inlay vs. only blocks of autogenous bone for vertically augmenting posterior mandibles. No statisti-
cally significant difference was observed (p > 0.07) but trends (borderline significance) clearly favoured the inlay blocks
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increasing the sample size, and decreasing the number 
of treatment variables in the trials. This might be 
obtained through collaborative efforts among various 
research groups.

We tried to evaluate first, whether a certain aug-
mentation procedure is necessary, and second, which 
could be the most effective augmentation techniques. 
This distinction is relevant since it is possible that 
many complicated, painful and even potentially dan-
gerous procedures that are widely performed today 
have no evidence-based justification and do not 
improve the prognosis or the patients’ quality of life.

No trial evaluated whether and when horizontal 
bone augmentation is necessary, but two trials evalu-
ated whether vertical bone augmentation procedures 
are needed or whether shorter implants could be used 
instead [14, 33]. One trial (17) investigated whether it 
was better to use iliac crest bone for inlay augmenta-
tion procedures to allow the placement of 13–18 mm 
long implants rather than placing 8–11 mm short 
implants without augmentation to treat atrophic ante-
rior mandibles with a residual bone height of 6–12 mm 
[33]. The other trial (32) compared an inlay augmenta-
tion technique with Bio-Oss blocks to allow the place-
ment of at least 10 mm long implants, with 7 mm long 
implants for treating posterior mandibles with a resid-
ual bone height above the mandibular canal of 7–8 mm 
[14]. The meta-analysis of these two trials showed that 
vertical augmentation was associated with statistically 
significantly more implant failures and complications 
than short implants. Caution should be exercised when 
extrapolating these results since in one trial (17) 11 mm 
implants were used that are not considered to be short, 
and the other trial (32) had only a follow-up of 4 months 
after loading [14, 33]. Nevertheless, when considering 
resorbed mandibles, inlay augmentation techniques to 
allow the placement of longer implants may not be the 
optimal treatment choice. It is, therefore, useful to 
underline that when evaluating the only two properly 
designed trials to test whether augmentation proce-
dures are needed, the augmentation procedures resulted 
in more serious complications (including a life threat-
ening sublingual oedema), major discomfort and pain, 
significantly more costs for society, longer treatment 
time and clinically poorer outcomes [14, 33]. These 
examples should clearly illustrate that a more critical 
approach should be taken when evaluating the need 
for vertical bone augmentation procedures for dental 
implants.

When evaluating which are the most effective aug-
mentation techniques for horizontal ridge augmenta-
tion for single implants, only one trial was designed in 
a way to provide clinical useful information [22]. This 
trial, which had the largest sample size included in this 
review, compared three different two-stage techniques 
to horizontally augment bone to allow placement of 
single implants [22]. Thirty-one patients were included 
in each group and aesthetic outcomes were assessed 
both by the patients and a blinded experienced evalua-
tor. Unfortunately, most of the data were presented 
aggregated and not by study group, meaning that it 
was not possible to use them to compare advantages 
or  disadvantages of the individual techniques. For 
62 patients, a block of bone was retrieved from the 
chin, whereas in 31 patients the defects were recon-
structed with 100% bone substitute (Bio-Oss) and a 
resorbable barrier. Despite these relatively high num-
bers, the authors confirmed to us that not a single com-
plication occurred. These are remarkable results not 
confirmed by other trials included in the present review. 
Only two implants failed early in the bone substitute 
group, although they were successfully replaced. The 
healing period used for the bone substitute group was 
3 months longer, but on the other hand, no autogenous 
bone was needed to complete the procedure. At pres-
ent, it is still difficult to recommend which should be 
the procedure to be used and additional information is 
needed to confirm these results. The other two trials 
evaluating aspects for horizontal bone augmentation 
had too small sample sizes to provide any reliable evi-
dence [26, 27]. In fact, only five patients treated with a 
split-mouth design were recruited to evaluate the clini-
cal efficacy, if any, of PRP [27]. When comparing tita-
nium vs. resorbable screws for holding buccal onlay 
autogenous grafts, despite no significant differences 
being observed, although the sample size of eight 
patients was too small to be able to detect any differ-
ence, the observation that two resorbable screws broke 
at insertion and that a considerable amount of rem-
nants of the resorbable screws were still visible after 9 
months and were surrounded by fibrotic tissue rich in 
giant cells may suggest that titanium screws are still 
the best choice [26].

When evaluating which are the most effective aug-
mentation techniques for vertical ridge augmentation, 
eight trials were included [3, 7, 8, 15, 16, 18, 23, 30]. 
Osteodistraction osteogenesis, various GBR tech-
niques, autogenous onlay block grafting and inlay 
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grafting with both autogenous bone and bone substi-
tutes can be successful for augmenting bone vertically; 
however, there is insufficient evidence to suggest if 
one technique is preferable. The osteodistraction tech-
nique may not be used in all circumstances (for instance 
in the presence of thin knife-edge bone) as it is more 
expensive than GBR and bone grafting, but may reduce 
treatment time and allow for more vertical ridge aug-
mentation, if needed. On the other hand, GBR and 
onlay bone grafting techniques also allow for simulta-
neous bone widening, if needed. All the vertical aug-
mentation techniques evaluated were associated with 
high complication rates ranging from 60 (28) to 20% 
(29) with only one study on osteodistraction osteogen-
esis that reported no complications (31) [3, 15, 30]. 
However, in few cases (10% in (29) and 15% (26)) the 
vertical augmentation resulted in the failure of aug-
mentation procedure. It is, therefore, recommended 
that both clinicians and patients carefully evaluate the 
pros and cons in relation to the desired outcome before 
deciding whether to use vertical ridge augmentation 
techniques. Results from some of these trials (24, 26) 
also suggested that the vertically augmented bone 
can be successfully maintained up to 3 years after 
loading with just a minimal bone loss in the range of 
0.5–1 mm [8, 23].

One study evaluated the efficacy of ultrasounds to 
stimulate osteogenesis at vertically distracted mandib-
ular bone [30]. Ultrasounds are used to stimulate heal-
ing in bone fractures, especially in delayed healing and 
non-union fractures. The results of this pilot study sug-
gested that ultrasounds had no positive effects on bone 
healing. When looking at the data it can be observed 
that ultrasound treated sites were distracted for 4.6 mm 
and placebo sites for 5.8 mm. The difference among 
the two procedures in amount of distracted bone 
(1.2 mm) was not statistically significant, but it was 
clearly in favour of the placebo group. Ultrasounds 
were applied when the active osteodistraction phase 
was initiated. A possible interpretation of the results is 
that ultrasounds were effective in stimulating bone 
healing, and this could explain why the placebo group 
gained more bone. It is possible that ultrasounds were 
delivered at the wrong time (the active osteodistraction 
phase) and stimulated bone healing, reducing the oste-
odistraction potential. The results of this study remain 
difficult to interpret, but it is possible that ultrasounds 
should be delivered when the active osteodistraction 
phase is completed.

Autogenous bone is often considered the “gold stan-
dard” material for bone augmentation. Three trials com-
pared autogenous bone with bone substitutes and 
curiously the indications that these trials gave were not 
consistently in favour of autogenous bone [15, 18, 22]. 
When augmenting bone horizontally to allow the place-
ment of single implants, a bone substitute (Bio-Oss) 
could be successfully used [22]. Implants placed in bone 
augmented with Bio-Oss showed trends to increased 
failure rates, though all failed implants could be success-
fully replaced without the need of additional augmenta-
tion. Another disadvantage with Bio-Oss was that the 
healing time was increased by 3 months, and on the 
other hand, no autogenous bone had to be collected from 
the chin, meaning also a less invasive operation, and 
therefore, additional information are needed to establish 
which could be the most cost-effective procedure. A 
split-mouth pilot study evaluated whether anorganic 
bovine bone blocks (Bio-Oss) could replace autogenous 
bone harvested from the iliac crest for vertical augment-
ing atrophic posterior mandibles with an inlay technique 
(29). Though no statistical differences for clinical out-
comes could be found, eight out of ten patients preferred 
the augmentation procedure with the bone substitute and 
this was statistically significant. In addition, general 
anaesthesia is not needed when using blocks of bone 
substitute block to augment atrophic. Finally, another 
split-mouth pilot study, including only five patients, 
compared a malleable bone substitute (Regenaform) 
with particulate autogenous bone for vertical GBR at 
posterior mandibles [18]. Significantly more bone 
(0.6 mm) was vertically augmented at the sides treated 
with the bone substitute. While a 0.6-mm of additional 
vertical bone gain may not have a significant clinical 
impact, it is also true that the bone substitute behaved 
similarly, if not better, than autogenous bone.

With respect to generalisation of the results of the 
present review to general practise, many of the aug-
mentation procedures evaluated were rather complex, 
were performed by experienced and skilful clinicians, 
patients were undergoing strict post-operative control 
regimens, complications were common, and in few 
instances, serious. Caution is, therefore, recommended 
while deciding to use any augmentation procedure. 
The first clinical question that clinicians should ask 
themselves is which could be the added benefits for the 
patient by applying such procedures. Then the expected 
benefits need to be carefully weighed against the risk 
of complications of the chosen procedure.
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13.6  Conclusions

These conclusions are based on few trials with small or 
very small sample sizes, relatively short follow-ups 
and being sometimes judged to be at high risk of bias; 
therefore they should be viewed with great caution.

Two trials investigated whether vertical augmenta-•	
tion procedures are necessary to allow placement of 
longer implants when compared to simple place-
ment of short implants.

Vertical augmentation of resorbed mandibles with 
inlay techniques resulted in statistically significantly 
more implant failures, complications, pain, days of 
hospitalisation, costs, and longer treatment time than 
using short implants; therefore the current available 
scientific evidence does not justify these procedures 
for placing longer implants in resorbed mandibles. 
However, the long-term prognosis of shorter implants 
is yet unknown.

Three trials investigated which are the most effec-•	
tive techniques for horizontal bone augmentation.
Various augmentation techniques are able to regener-•	
ate bone in a horizontal direction; however, there is 
insufficient evidence to indicate which technique 
could be preferable. It appears that a bone substitute 
(Bio-Oss) can be used with a slightly higher risk (not 
statistically significant) of having an implant failure.
There is insufficient evidence supporting or confut-•	
ing the efficacy of various active agents such as 
PRP in conjunction with implant treatment.
Titanium screws might be preferable to resorbable poly •	
(D,L-lactide) acid screws to fix onlay bone blocks.
Eight trials investigated which are the most effec-•	
tive techniques for vertical bone augmentation.
Various augmentation techniques are able to aug-•	
ment bone in a vertical direction; however, there is 
insufficient evidence to indicate which could be the 
preferable technique.
Bone substitutes, such as Bio-Oss blocks, may be a •	
valid, cheaper alternative to autogenous bone 
 particularly when harvested from extra-oral loca-
tions since they are associated to less post-operative 
morbidity.
Osteodistraction allows for more vertical augmen-•	
tation, but is of little use in the presence of thin 
ridges.

Complications were common, and in some cases, deter-•	
mined the failure of the augmentation procedure.
Clinicians and patients should carefully evaluate •	
the benefits and risks in relation to the desired out-
come when deciding whether to use vertical ridge 
augmentation techniques.

In order to understand when bone augmentation proce-
dures are needed and which are the most effective tech-
niques, larger and well-designed trials are needed. Such 
trials should be reported according to the Consolidated 
Standards of Reporting Trials (CONSORT) guidelines 
[24] (http://www.consort-statement.org/). It is difficult 
to provide clear indications with respect to which aug-
mentation procedures should be tested first; however, 
once established in which clinical situations augmenta-
tion procedures are actually needed, priority could be 
given to those interventions which look simpler, less 
invasive, involve less risk of complications and reach 
their goals within the shortest timeframe. Indications 
for using various bone substitutes should be explored in 
more detail and it should be evaluated which donor 
sites could provide the sufficient amount of bone with 
less risk of complications and patient discomfort. 
Patient-centred outcomes should also be considered 
when designing such trials.
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14.1  Introduction

The term evidence-based medicine (EBM) first 
appeared in a 1992 JAMA article [28], which explic-
itly stated that all clinical actions in the fields of 
diagnosis, prognosis, and therapeutic decision mak-
ing should be based on sound quantitative evidence 
deriving from high-quality epidemiological and clini-
cal research.

EBM, commonly defined as “the conscientious, 
explicit, and judicious use of the current best evidence 
in making decisions about the care of individual patients,” 
requires the integration of “clinical expertise with the 
best available external clinical evidence from system-
atic research” [73].

EBM proponents attempt to objectify medical prac-
tice through the use of the best available,  most-rigorously 
tested screening, diagnostic, management, and moni-
toring methods; it has also been employed to evaluate 
the cost-effectiveness of differing approaches to diag-
nosis, screening, and management [72].

Therefore, the definition of EBM, which focuses 
on individual physicians and their decisions, is too 
limited and should be expanded to comprise not only 
evidence-based decision making by the individual phy-
sician, but also evidence-based systematic reviews, 
guidelines, and other types of policies, including the 
patient’s choice.

This new approach is moving medical practices 
faster, more consistently, and more efficiently toward 
evidence than evidence-based individual decision mak-
ing alone.

In summary, EBM is a set of principles and meth-
ods intended to ensure that, to the greatest extent pos-
sible, medical decisions, guidelines, and other types of 
policies are based on and consistent with good evi-
dence of efficacy and benefit [27].

Patients are the primary beneficiary of EBM, since 
they receive the most advanced care, proven in the 
medical literature that offer them the best chance for 
survival. It has been shown that reducing the individual 
variability in care improves its quality by lowering 
propensity for errors.

National health systems can also benefit, because 
where systematic procedures have been instituted, cost 
control coupled with the highest quality of care seems 
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Core Message

Although most health professionals are familiar  ›
with the term evidence-based medicine (EBM) 
and have some idea of what it means, it is sur-
prisingly rare to see it actually being used. 
Despite its ancient origins, EBM remains a 
relatively young discipline whose positive 
impacts are just beginning to be validated, and 
it will continue to evolve.
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to result. Therefore, EBM is a good practice for patients, 
physicians, and business, too.

The best information from the field shows that serv-
ing a patient well benefits the physician’s practice. It is 
axiomatic that if patients are treated with the best stan-
dard of care their outcomes are optimal [23].

14.2  EBM and the Development of 
Clinical Practice Guidelines (CPGs)

Transferring existing research results into consistent 
patient-oriented strategies in the form of evidence 
reviews is a key step in the process of improving can-
cer care and patient outcomes [66].

Clinicians practicing EBM seek out the best avail-
able evidence on which to base their decisions in order 
to offer the individual patient the highest-quality and 
most effective care, and ultimately to improve outcome; 
[87] an EBM exercise can also identify areas in which 
evidence is lacking, and further studies are needed. A 
review of the available evidence is at the core of the 
clinical practice guideline (CPG) development process.

CPGs are a set of systematically developed state-
ments to assist both practitioners and patients with the 
decision-making process concerning the most appro-
priate healthcare for one specific clinical circumstance; 
[31] they are also a useful mechanism to break down 
complex data sets into more manageable pieces, and 
ideally allow busy clinicians to effectively use them 
for individual patient care.

Several regulatory bodies and professional organi-
zations such as the American Society of Clinical Oncology 
(ASCO) and the Cancer Care Ontario Practice Guide-
line Initiative (CCOPGI) in Canada have become heav-
ily involved in the development of CPGs, and their 
potential impact can be estimated by understanding 
who is creating them, and who is using them and how. 
Also, in most European countries, numerous CPG 
development programs have been set up in various 
fields, including oncology [16].

Literature searching, critical appraisal, and synthe-
sis of the evidence play a key role in CPG develop-
ment and updating processes. Although some of them 
should give consistent results, cultural diversity 
among European countries (particularly in terms of 
healthcare structure and organization) can lead to 
legitimate variability in guideline recommendations 

showing marked differences in cancer survival across 
Europe despite tangible improvements in diagnosis 
and treatment [30, 75].

Heterogeneity in several aspects of the guideline-
development process is controversial. Therefore, it is 
pivotal to identify the predictors of high-quality care in 
oncology for CPGs to be developed and to inspire con-
fidence in prospective users, and also to ensure that 
they have an influence on clinical practice [4].

Predictors of high-quality care for CPG in oncology 
were identified by Fervers et al. The quality scores for 
32 oncology guidelines from 13 countries were deter-
mined by four independent appraisers using the Appraisal 
of Guidelines for Research and Evaluation (AGREE) 
instrument. The results showed that the availability of 
background information had the greatest impact on the 
guideline quality score.

Surprisingly, the absence of an exclusive focus on 
oncology programs was associated with significantly 
lower quality scores in the applicability domain. The 
guidelines generally failed to address issues such as 
barriers to implementation and cost implications, and 
did not include monitoring criteria; this may be explained 
in settings where links with regional cancer networks 
do exist since they incorporate CPGs into local imple-
mentation protocols [69].

Actually, no standard algorithm for producing CPGs 
is of proven superiority, the assessment parameters and 
methods to measure such superiority being poorly 
defined.

So far, no unique rating scale for evaluating the 
level of evidence/strength of recommendation has been 
adopted widely [65]. However, users of CPGs and 
other recommendations need to know how much con-
fidence they can place on them.

A systematic and explicit approach to making judg-
ments about the quality of evidence and the strength of 
recommendations can help to prevent errors, to facili-
tate critical appraisal of these judgments, and to improve 
communication.

14.3  Levels of Evidence from 
Healthcare Research

Clinical decision making incorporates collection of 
the best evidences to answer specific questions, and 
their subsequent critical evaluation in order to clarify 
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validity, impact, and transferability into clinical prac-
tice. Different study designs on the same topic often 
answer rather different questions. It should also be 
kept in mind that there is a hierarchy of quality of evi-
dence, and that it is essential to develop a methodology 
to assess the hierarchy of medical evidence and to 
grade healthcare recommendations about a specific 
clinical intervention [45].

Rules of evidence have been developed to help assess 
the validity of a given clinical finding to address and 
answer the ultimate questions: Are the findings of this 
study believable? How close are they to the truth? [24].

Central to the idea of applying EBM is the need 
for thorough review and appraisal of existing litera-
ture by the treatment provider. EBM stratifies the 
available evidence into discrete categories, placing 
more emphasis on those in which the sources of bias 
have been systematically minimized. In this respect, 
prospective, placebo-controlled, randomized clinical 
trials (RCTs) are top-ranked, whereas case reports are 
bottom-ranked [58].

Indeed, random allocation to a treatment or control 
group is the basis of all experimental designs, and it is 
the only way to isolate the effect of a single factor under 
study on a given outcome, thereby avoiding the distort-
ing effects of confounding. Even though potential con-
founders still exist among study subjects, randomization 
is designed to distribute them evenly between the test 
and control groups to remove possible bias.

Based on the above considerations, a “5S” pyramid-
like model has been proposed to rank evidence-based 
information: original studies are buried at the base, 
syntheses (that is, systematic reviews, such as Cochrane 
Reviews) sit at the next level, followed by synopses 
(very brief descriptions of the original papers and 
reviews, such as those appearing in evidence-based 
journals such as ACP Journal Club), summaries (suc-
cinct descriptions of an individual study or a system-
atic review), and systems (such as computerized decision 
support systems that link individual patient character-
istics to pertinent evidence) at the top [48].

14.4  EBM and Quality of Evidence

EBM is based on a quality-of-evidence concept that 
indicates to what extent one can be confident that an 
estimate of effect is correct.

The strength of a recommendation indicates to what 
extent one can be confident that adherence will do 
more good than harm [3].

Pivotal to the idea of EBM is that there is a hierarchy 
of quality of evidence that is related to the design and 
conduct of the study or studies from which it is derived.

Moreover, it should be borne in mind that different 
study designs on the same topic often answer rather 
different questions. However, not all evidence is created 
equal, and certain findings are closer to the truth than 
others. There must exist some rational system to deter-
mine whether the results of one study are more reliable 
than those achieved by another trial.

The first stage of evidence-based decision making 
is to look closely at the information available.

Clinicians should consider four key elements: study 
design, study quality, consistency, and directness.

14.4.1  Study Design

Although there were usually no apparent differences 
between the results of observational studies and those 
attained by RCTs, this is not always the case.

An example of such a discrepancy is given by the dif-
fering results of observational studies that suggested that 
hormone replacement therapy would decrease the risk of 
coronary heart disease, and those achieved by subsequent 
RCTs showing no risk reduction but rather an increase. 
Unfortunately, it is not possible to know in advance 
whether observational studies can accurately predict the 
findings of subsequent randomized trials [50, 71].

As a result, most clinicians rightfully believe that evi-
dence collected in RCTs and organized according to stan-
dard principles of study design and conduct is superior to 
that obtained from uncontrolled clinical experience.

On the other hand, we should keep in mind that 
MOPP or PVB combination chemotherapy regimens 
in the treatment of Hodgkin’s disease or testicular can-
cer, respectively, have revolutionized modern clinical 
practice on the basis of case-series or single-arm pro-
spective studies [24].

Another core (and related) tenet of scientific inquiry 
is the idea of comparison or control group. In clinical 
research, in the absence of a control group similar in 
every respect to the test group receiving the experimental 
treatment, it is impossible to discern how many subjects 
have benefited from the new therapy as opposed to those 
with spontaneous improvement of their conditions.
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14.4.2  Study Quality

It refers to the basic study designs, i.e., observational 
studies and randomized trials. Whatever the case may 
be, a mistake to avoid absolutely is to regard any finding 
that is statistically significant as remarkable, as this is 
necessary, but not sufficient to guarantee importance.

A simple example is represented by a randomized 
phase III study by Moore et al. [61], that in an attempt 
to explore the effects of adding the HER1/EGFR-
targeted agent erlotinib to gemcitabine in patients 
with unresectable, locally advanced, or metastatic pan-
creatic cancer demonstrated a statistically significant 
improvement in survival rates by combining any agent 
to gemcitabine.

Overall survival (OS) based on an intent-to-treat 
(ITT) analysis was significantly prolonged in the erlo-
tinib/gemcitabine arm with a hazard ratio (HR) of 
0.82 (p > 0.038; adjusted for stratification factors; 
median 6.24 vs. 5.91 months). Therefore, the benefit 
was equal to an extended median survival time of less 
than 2 weeks.

Also progression-free survival (PFS) was significantly 
longer with an estimated HR of 0.77 (p > 0.004, adjusted 
for stratification factors; median 3.75 vs. 3.55 months).

Out of 282 patients who had received erlotinib, 79 
had no skin rash, 102 had grade 1 rash, and 101 had 
grade 2 or higher rash; altogether there was a higher 
incidence of some adverse events with erlotinib plus 
gemcitabine. The deep analysis of these data showed 
that in the study arm, there was considerable toxicity 
but no impact on the quality of life and survival.

Therefore, high-quality evidence does not necessar-
ily imply strong recommendations, and strong recom-
mendations can arise from low-quality evidence.

14.4.3  Consistency

It refers to the similarity of the estimates of effect 
across studies: broadly differing estimates suggest true 
differences in the underlying treatment effect [44]. 
Variability may arise from differences in populations, 
interventions, or outcomes. Should important unex-
plained inconsistency in the results be recorded, 
our confidence in the estimate of effect for that out-
come would decrease. Moreover, should a compelling 

explanation for inconsistency be identified, separate 
estimates of the magnitude of effect for different sub-
groups should follow.

14.4.4  Directness

It is high when there is overlapping between the people 
of interest and those under study, and when studies 
use outcomes that are important to people and not sur-
rogate outcomes, which require much more stringent 
criteria.

An important factor to consider when evaluating 
oncology research, particularly studies concerning new 
cancer treatments, is the selection of end-points, rang-
ing from health outcomes (total mortality, cause-spe-
cific mortality, and quality of life) to indirect surrogates 
for any of them [3].

Total mortality: it is the proportion of the study 
population that died. It is frequently called death (or 
mortality) rate, and it is measured from a given point in 
time, such as the time of diagnosis or the time since 
treatment was initiated.

Cause-specific mortality: it is meant as death from 
a specified cause in the study population, for example, 
death from cancer vs. death from treatment side effects 
vs. death from other causes.

Quality of life: although it is very subjective, this 
endpoint is extremely important to patients. The 
strength of a quality-of-life assessment depends on the 
validity of the instruments (questionnaires, psycho-
logical tests, etc) used.

Indirect surrogates: they are measures that substi-
tute for actual health outcomes, and they are subject to 
an investigator’s interpretation.

Examples of surrogate end-points are disease-free 
survival (DFS) (length of time during which no cancer 
is detected after treatment), PFS (length of time during 
which disease is stable or does not worsen after treat-
ment), or tumor response rate (TRR) (the proportion of 
patients whose disease responds to treatment, and the 
degree or extent to which the disease responds). Studies 
of surrogate end-points represent weaker, more indirect 
evidence; however, a clinician may rank studies differ-
ently depending on the patient’s individual values.

Once the results of high-quality randomized trials 
are available, few people would argue for continuing 
to base recommendations on nonrandomized studies 
with discrepant results.
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RCTs are not always feasible, and in some instances, 
observational studies may provide better evidence, as 
is generally the case for rare adverse effects. Moreover, 
their results may not always be applicable – for exam-
ple, if the participants are highly selected and moti-
vated as against the population of interest.

14.5  Grades of Recommendations

Recently, groups of experts have been asked to  classify the 
levels of evidence by using informal  processes, which 
means that the process integrity could be undermined by 
lack of transparency and methodology.

As a result, new and often expensive molecules have 
been introduced into clinical practice despite limited 
evidence of their efficacy and safety, and badly defined 
indications, leaving a potential for inappropriate use.

Two different strategies can obviate this problem, of 
which one applies a structured approach for  collecting, 
analyzing, and summarizing evidences, and the other 
produces and grades evidence-based recommendations.

The strength of a recommendation reflects to what 
extent we can be confident that, across the range of 
patients for whom it is intended, the desirable effects 
of an intervention would outweigh the undesirable 
effects. Alternatively, in considering two or more 
possible management strategies, the strength of a 
 recommendation represents our confidence that the 
net benefit clearly favors one alternative or the 
other [43].

Desirable effects of an intervention include 
decreased morbidity and mortality rates, improved 
quality of life, reduced burden of treatment (such as 
the inconvenience of having to take drugs or blood 
tests, or going to the doctor’s office for check-ups), 
and lower costs. Undesirable consequences include 
adverse effects that may have a detrimental impact on 
morbidity, mortality, or quality of life, or increase 
resource consumption [43].

Several quality-rating scales have been published 
to evaluate the quality, quantity, rigor, and consis-
tency of the evidence base, and hence to assess the 
level of evidence and strength of recommendations 
[26, 46].

Previous grading approaches have sometimes used 
complex systems of recommendations with up to nine 
categories of strength of recommendations [36].

14.6  The GRADE Approach

The grading of recommendations, assessment, devel-
opment, and evaluation (GRADE) system has been 
developed in order to overcome the shortcomings of 
previous approaches. Since its appearance, it has been 
adopted extensively, and it is being used by 25 organi-
zations, including the Cochrane Collaboration.

It is based on a sequential assessment of the 
 quality of evidence followed by a benefit-risk ana-
lysis and subsequent evaluation of the strength of 
recommendations.

The study design remains critical to judgments 
about the quality of evidence. According to the 
GRADE approach, RCTs without important limita-
tions are ranked as high-quality evidence, whereas 
observational studies without special strengths or 
important limitations are regarded as low-quality evi-
dence. Limitations or special strengths can, however, 
have an impact on the quality of evidence. The quality 
of evidence is classified in four levels, namely high, 
moderate, low, and very low, but only in the first level, 
additional research does not change our confidence in 
the estimate of effect.

The GRADE approach identifies five factors than 
can lower the quality of evidence: study limitations 
(including lack of allocation concealment, lack of 
blinding, a large loss of follow-up, failure to adhere to 
an intention-to-treat analysis, stopping early for ben-
efit, or selective reporting of outcomes) inconsistency 
of results (due to variability arising from differences in 
populations, interventions, or outcomes), indirectness 
of evidence (randomized trials may allow indirect 
comparisons of the magnitude of effect of two drugs vs. 
placebo, but in addition to the evidence from indirect 
comparisons, substantial evidence from direct com-
parisons is required), imprecision (when the study 
includes relatively few patients and few events and 
thus has wide confidence intervals), publication bias 
(reporting studies that they have undertaken), and 
three factors that might increase the quality of evidence 
(large magnitude of effect, plausible confounding, 
which would reduce a demonstrated effect, and dose 
response gradient) [3].

While the current US Food and Drug Administration 
(FDA) and European Medicine Agency (EMEA) regu-
lations require as a prerequisite that a drug be found 
effective in well-conducted clinical trials before approval, 
the reality is that regulatory approval for a new drug is 
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often based only on surrogate outcomes, with limited 
follow-up and sometimes using data obtained from 
phase II rather than phase III studies.

As an example of the practical exertion in oncology, 
De Palma et al. [22] describe the application of the 
GRADE approach to the development of CPGs for 
breast, colorectal, and lung cancer treatment.

In this study, 12 clinical questions on adjuvant treat-
ment (namely three, four, and five for breast, colorec-
tal, and lung cancer, respectively) were identified and 
discussed by a panel of 57 members (of which 16 were 
medical oncologists) on the basis of the following 
three criteria:

The relative importance of treatment.•	
The lack of conclusive recommendations in the •	
existing guidelines.
The interest of the local oncology community.•	

With regard to colorectal cancer, the four questions 
were as follows:

In patients with stage II colon cancer is adjuvant •	
chemotherapy recommended?
In patients with stage III colon cancer should oxali-•	
platin be used in association with FU + folinic 
acid?
In patients with stage III colon cancer is capecit-•	
abine recommended instead of FU + folinic acid?
In patients with stage II and III rectal cancer is •	
chemoradiotherapy recommended presurgery in s t-
ead of postsurgery?

Overall, for breast and colon cancer there were one 
strong and five weak recommendations, and one inst-
ance in which the panel concluded that no recommen-
dation could be formulated, underlying that in some 
cancers, evidences over some molecular target drugs 
are less powerful.

De Palma et al. [22] highlight several advantages of 
the GRADE method: first, it makes guideline develop-
ers focus on key methodological issues; second, it 
organizes the presentation of the evidentiary base on 
specific outcomes; and third, it provides guidance for 
balancing trade-offs among risks, benefits, and costs.

However, De Palma et al. document considerable 
variability among the participants in their assessments 
of evidence quality, risk-benefit trade-offs, and strength 
of recommendations suggesting that there are likely 
known, and perhaps some unknowable, factors that 
influence the way the participants will interpret data 
and apply them to their judgments [12].

In using GRADE, the most common classification 
of guideline recommendations one might expect in 
oncology is between “probably use it” or “probably do 
not use it,” that is to say between strong or weak [12].

14.7  Implications of Recommendations

14.7.1  The Implications of a Strong 
Recommendation

For patients – most people in your situation would 
want the recommended course of action, and only a 
small proportion would not; request discussion if the 
intervention is not offered; for clinicians – most 
patients should receive the recommended course of 
action; for policy makers – the recommendation can be 
adopted as a policy in most situations.

14.7.2  The Implications of a Weak 
Recommendation

For patients – most people in your situation would 
want the recommended course of action, but many 
would not; for clinicians – you should recognize that 
different choices will be appropriate for different 
patients and that you must help each patient to arrive at 
a management decision consistent with her/his values 
and preferences; for policy makers – policy making 
will require substantial debate and involvement of 
many stakeholders [43].

However, the GRADE methodology leaves consid-
erable room for individual interpretations. This is not 
surprising, because cancer care options are often linked 
with important risks, benefits are often incremental, 
and individual patient and societal values are not nec-
essarily aligned as in the case of expensive drugs that 
yield arguably modest gains [12].

14.8  Colon Cancer

Early diagnosis of colorectal cancer significantly 
decreases morbidity and mortality rates. Five-year sur-
vival for patients diagnosed with Dukes A colorectal 
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cancer is approximately 90%, which drops down to as 
little as 5% for patients with Dukes D, or metastatic, 
disease.

Staging provides essential prognostic information 
relevant for choosing adequate therapy, and it should 
also identify patients with resectable distant metastases.

Preoperative clinical staging consists of clinical 
examination, blood counts, liver and renal function 
tests, carcino-embryonic antigen (CEA), chest X-ray 
or CT scan, abdominal CT, and colonoscopy of the 
entire large bowel. Postoperative repeat colonoscopy 
is recommended if proximal parts of the colon were 
not accessible preoperatively.

Pathologic staging should be carried out according 
to the TNM 2002 system with optional listing of the 
modified Dukes stage [86].

14.8.1  Colon Cancer Adjuvant Setting

Adjuvant therapy has been recommended for stage III colon 
cancer patients because it decreases relapse and mortality 
rates by 30–40% when compared to observation alone after 
surgery [63]. Standard adjuvant treatment consists of fluo-
ropyrimidine-based chemotherapy; 5- fluorouracil (5-FU), 
leucovorin (LV) plus oxaliplatin combination regimens sig-
nificantly improve DFS and OS [1].

In contrast, ongoing controversy exists as to whether 
adjuvant therapy should also be advised for patients 
with stage II colon cancer.

For this reason, numerous clinical trials have been 
performed in this setting, but unfortunately their results 
are still inconclusive. Based on those considerations, 
ASCO entrusted an expert panel including profession-
als in clinical medicine, clinical research, and health 
services research with the development of guidelines 
to facilitate clinical decision making.

In order to determine if adjuvant therapy improves 
survival for stage II colon cancer patients as against 
surgery alone, papers were selected for inclusion in the 
CCO systematic review evidence-based on the follow-
ing criteria: RCTs with appropriate control groups, or 
meta-analyses of RCTs comparing adjuvant therapy 
with observation in stage II colon cancer patients who 
had undergone curative surgery.

Stage II colon cancer was defined according to the 
American Joint Committee on Cancer (AJCC)-TNM 
system classification as any pT3N0M0 or pT4N0M0 
tumor of the colon.

In this study, 37 RCTs and 11 meta-analyses of 
adjuvant chemotherapy or immunotherapy for colon 
cancer were identified. Overall, 20,317 patients (7,803 
with colon cancer and 12,514 with colorectal cancers) 
were included. In the trials under review, the propor-
tion of patients with stage II disease ranged from 23 to 
100% (average 48%).

A literature-based meta-analysis of selected data 
from the trials identified demonstrated that adjuvant 
therapy was associated with a small absolute improve-
ment in DFS (from 5 to 10%), but this did not translate 
into a statistically significant difference in OS [8].

A literature-based meta-analysis on a subset of 12 
out of 37 RCTs selected on the basis of more stringent 
criteria requiring inclusion of a surgery-alone control 
arm and at least one FU-based chemotherapy arm 
came to the same conclusion: adjuvant chemotherapy 
does not improve survival significantly. Failure to doc-
ument a statistically and clinically relevant benefit is 
largely due to the relatively good prognosis for stage II 
patients after surgery alone, and the resulting require-
ment to randomize thousands of patients to demon-
strate a small margin of absolute improvement in 
survival with adequate statistical power [8].

Based on that, ASCO issued a guideline stating that 
direct evidence from RCTs does not support the rou-
tine use of adjuvant chemotherapy for stage II colon 
cancer patients.

However, the subset of stage II colon cancer patients 
includes subgroups with a high risk of relapse.

Patients for whom the number of sampled lymph 
nodes was very small can be considered as inade-
quately staged and at greater risk of having micro-
scopic residual disease. As a result, patients with 
inadequately sampled nodes could be offered adjuvant 
chemotherapy.

Other patients with any of a number of poor prog-
nostic features such as T4 lesion (defined as adherence 
to or invasion of local organs), perforation, or poorly 
differentiated histology might also be regarded as can-
didates for adjuvant chemotherapy [38, 76].

The question of whether or not to offer adjuvant 
chemotherapy to stage II patients at higher risk or with 
inadequately sampled nodes should be considered in 
the light of the available evidence.

Direct evidence from RCTs and meta-analyses of 
such trials does not demonstrate any survival benefit 
for adjuvant chemotherapy in high-risk stage II dis-
ease, yet, and there are toxic effects of treatment. On 
the other hand, in the high-risk setting, it is reasonable 
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for oncologists and patients to invoke indirect evi-
dence of benefit by generalizing from the positive 
results of adjuvant chemotherapy in stage III colon 
cancer patients.

The clinical decision should be based on a discus-
sion with the patient about the nature of the direct evi-
dence supporting treatment.

Both the quality of surgery and lymph node sam-
pling have been evaluated extensively, and the latter 
has most often been implicated in assessing prognosis 
for high-risk colon cancer. Inherent in the accurate 
staging of a patient with stage II disease is the retrieval 
and examination of an adequate number of lymph 
nodes. In a series of 35,787 stage II colon cancer cases 
from the National Cancer Data Base (NCDB), the 
5-year survival rate varied from 64%, if only one or 
two lymph nodes were examined, to 86% if over 25 
lymph nodes were tested.

Although the precise number of lymph nodes to be 
examined is not known, the NCDB investigators con-
cluded that at least 13 lymph nodes should be retrieved 
and declared pathologically negative for a patient to be 
labeled or treated as having stage II disease.

Therefore, it is important that the definition of stage II 
colon cancer be restricted to patients with at least 10–13 
lymph nodes examined [6, 9], and to cases with T4 dis-
ease who received en bloc resection and did not have a 
perforated tumor. Otherwise, lax criteria for stage II dis-
ease may include patients at higher risk of undetected 
lymph node metastases or spillage of cancer cells in the 
peritoneal cavity at surgery. These and other potential 
prognostic factors have been described [47, 62].

Patients with resected colon cancer should be staged 
appropriately, and only those with no tumor involve-
ment in at least 10–13 regional lymph nodes, real en 
bloc resection for T4 tumor, and no evidence of tumor 
perforation into the peritoneal cavity should be classi-
fied as stage II. They have excellent prognosis, and if 
over 60 years of age, they are unlikely to benefit from 
adjuvant therapy. Clinical adjuvant trials involving 
patients with stage II colon cancer must be restrictive 
in their definition of stage.

Two larger trials – namely, the MOSAIC (Multicenter 
International Study of Oxaliplatin/5-Fluorouracil/
Leucovorin in the Adjuvant Treatment of Colon 
Cancer) trial [2] and NSABP (National Surgical 
Adjuvant Breast and Bowel Project) C-07 study [59] – 
have evaluated the introduction of oxaliplatin as adju-
vant therapy for stage II or III colon cancer.

The MOSAIC trial is a large (n > 2,246), interna-
tional, multicenter, phase III, randomized, open-label, 
active-controlled study comparing the efficacy and 
safety of oxaliplatin in combination with an infusional 
de Gramont schedule of 5-FU/LV (FOLFOX-4 regi-
men) or infusional 5-FU/LV alone (LF5FU2 regimen) 
for 6 months in patients with stage II (40%) or III 
(60%) colon cancer. The primary trial end-point was 
DFS; secondary end- points included toxicity and OS.

The NSABP C-07 study is a large (n > 2,492), inter-
national, multicenter, phase III, randomized, active-
controlled trial comparing the efficacy and safety of 
oxaliplatin in combination with a bolus of 5-FU/LV 
(FLOX regimen) or bolus 5-FU/LV alone (Roswell 
Park Regimen) for 24 weeks in patients with stage II 
(29%) or III (71%) colon cancer. The primary and sec-
ondary trial end points were the same as in the 
MOSAIC trial.

In the MOSAIC trial, the probability of recurrence 
for the intention-to-treat (ITT) population was 73.3 and 
67.4% for FOLFOX-4 and LV5FU2 groups, respec-
tively (HR = 0.80; p = 0.003), which means a 20% 
reduction in the relapse risk in favor of FOLFOX-4.

In patients with stage III (any T, N1 or N2, M0) 
colon cancer, the probability of remaining disease-free 
at 5 years was 66.4 and 58.9% for FOLFOX-4 and 
LV5FU2 groups, respectively (HR = 0.78; p = 0.005).

However, among stage II patients, the probabil-
ity of DFS events at 5 years was 83.7 and 79.9% in 
the FOLFOX-4 and LV5FU2 groups, respec tively 
(HR = 0.84; p = 0.258), failing to demonstrate a signifi-
cant improvement.

In the stage III subsetting, the probability of surviv-
ing at 6 years was 72.9 and 68.7%, respectively 
(HR = 0.80; p = 0.023), that is a 20% reduction in the 
death risk in favor of FOLFOX-4. In patients with stage 
II disease, the probability of surviving at 6 years was 
86.9 and 86.8%, respectively (HR > 1.00; p > 0.986).

It can be inferred from the above that FOLFOX-4 is 
useful after surgery for patients undergoing curative 
treatment for stage III colon cancer, but a similar con-
clusion cannot be drawn for stage II disease as a 
whole.

However, the NSABP C-07 trial had already shown 
the same findings. The overall DFS rates at 4 years 
were 73.2% for FLOX and 67.3% for 5-FU/LV. The 
HR for FLOX vs. 5-FU/LV was 0.80 (p = 0.0034), cor-
responding to a 20% relative relapse risk reduction in 
favor of FLOX.
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These data from two independent large controlled 
clinical trials establish unequivocally the efficacy of 
the oxaliplatin-FU-LV combination as postoperative 
adjuvant therapy for stage III disease. Despite that 
MOSAIC trial has found a trend toward improved DFS 
at 5 years in patients with high-risk stage II disease 
treated with FOLFOX-4 and the NSABP C-07 trial has 
not found significant interactions between stage and 
treatment, the role of adjuvant therapy for stage II 
colon cancer remains controversial. However, neither 
study was powered to detect improvement in patients 
with stage II disease.

Therefore, both FOLFOX-4 and FLOX are more 
effective as adjuvant therapy for colon cancer than 
the same regimens without oxaliplatin. In patients 
with node-positive colon cancer, the combination of 
FU, LV, and oxaliplatin unequivocally improves DFS 
and can be recommended in clinical practice. These 
studies do not rule out the benefits for stage II colon 
cancer patients, although their absolute magnitude is 
likely to be small in unselected patients [64].

The evidence to support the use of oral capecitabine 
as adjuvant treatment is shown in the large (n > 1,987), 
international, multicenter, phase III, randomized, open-
 label, active-controlled X-ACT study [84], which 
compared oral capecitabine with a bolus Mayo Clinic 
regimen of 5-FU/LV for a total of 24 weeks in patients 
with stage III (Dukes’ C) colon cancer. The primary 
trial endpoint was at least equivalent in DFS.

Capecitabine therapy was shown to be at least 
equivalent to 5-FU/LV in that the primary endpoint 
(DFS) was met. The HR comparing DFS in the 
capecitabine group with that in the 5 FU-FV/LV group 
was 0.87 (95% CI 0.75–1.00). The upper limit of the 
confidence interval (1.0) was significantly lower than 
both preset values of 1.25 and 1.20, or at least equiva-
lent (p < 0.001 for both comparisons), providing confi-
dence that capecitabine is at least as effective as 
5 FU-FV/LV.

The adverse events most commonly leading to dose 
modifications (including treatment interruption and 
dose reduction) were hand–foot syndrome (31%) and 
diarrhea (15%) in the capecitabine group, and stomati-
tis (23%) and diarrhea (19%) in the 5 FU-FV/LV  
group.

Patients receiving capecitabine experienced signifi-
cantly less grade 3 or 4 stomatitis (2 vs. 14%; with 
5-FU/LV p < 0.001) and alopecia (0 vs. <1%; p < 0.02) 
and grade 3 or 4 neutropenia requiring medical 

intervention (0.6 vs. 5% p > 0.001). Grade 3 hand–foot 
 syndrome was significantly more common in the ca p e-
c i t abine arm (18 vs. 0.6% p < 0.001) [77].

As a result of toxicity, both the groups required 
dose modifications (42% of the patients receiving 
capecitabine vs. 44% of those treated with 5-FU/LV).

14.8.1.1  Colon Cancer Adjuvant Setting 
Recommendations

The ASCO has been providing clinical recommenda-
tions on different clinical entities for several years. As 
far as gastrointestinal cancer is concerned, there are 
three guidelines: the ASCO 2006 update and Re comm-
endation for the use of tumor markers in gastrointestinal 
cancer; the Colorectal Cancer Surveillance: 2005 
Update of the ASCO Practice Guideline; and the ASCO 
Recommendation on Adjuvant Chemotherapy for Stage 
II Colon Cancer published in 2003. An update of the 
latter guideline is in progress.

A recent Italian publication [22] adopting the 
GRADE approach has investigated also on the colon 
cancer adjuvant setting. The conclusion has been: 
“probably use it, weak positive” recommendation for 
stage III. Furthermore, the same recommendation has 
been produced with regard to the use of oxaliplatin in 
association with FU and folinic acid vs. FU and folinic 
acid, and the use of capecitabine instead of FU and 
folinic acid infusion. For stage II colon cancer, the sug-
gested recommendation has been: “no recommenda-
tion.” In fact, nowadays, only the so-called high-risk 
stage II colon cancer (inadequate number of analyzed 
lymph nodes, grade 3 tumors, perforation/occlusion, 
and age under 50) patients are included in the ongoing 
or recently closed RCTs.

14.8.2  Colorectal Metastatic Setting. 
First-Line Chemotherapy

Stage IIIC and IV advanced colorectal cancer (ACRC) 
is so locally diffuse that surgical resection is unlikely 
to be carried out with curative  or metastatic intent. 
Out of those cases, around 50% will have liver metas-
tases. Clearly, there is much interest in evaluating 
 targeted monoclonal antibodies, and notable studies 
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have  ex p lored the clinical effectiveness of bevaci-
zumab and cetuximab as first-line treatment of meta-
static colorectal cancer.

Three RCTs [51, 56, 57] were included in the 
assessment of bevacizumab, of which one compared 
bevacizumab plus irinotecan, fluorouracil, and leuco-
vorin (IFLV) vs. IFLV alone, whereas the remaining 
two trials compared bevacizumab plus 5-FU/LV vs. 
5-FU/LV alone. OS was the primary endpoint in all 
studies.

The addition of 5 mg/kg bevacizumab to IFLV 
resulted in a  statistically significant increase in median 
OS by 4.7 months (HR = 0.66; p < 0.001), which means 
a 34% reduction in the death risk in the bevacizumab 
group, and in a statistically significant increase in 
median PFS by 4.4 months (HR = 0.54, p < 0.001).

As compared with IFL alone, the IFL plus bevaci-
zumab regimen increased PFS from a median of  
6.2 months to 10.6 months, the overall response rate 
from 34.8 to 44.8%, and the median response duration 
from 7.1 to 10.4 months.

Furthermore the clinical benefit was accompanied 
by a relatively modest increase in the treatment-related 
adverse events, which were easily managed. Only the 
incidence of hypertension was significantly increased 
in the bevacizumab plus IFLV group (p < 0.01), with 
all episodes being manageable with standard oral anti-
hypertensive agents [51].

To evaluate the safety and efficacy of bevacizumab 
in metastatic colorectal cancer, Kabbinavar et al. [57] 
designed a trial in which 5 mg/kg bevacizumab were 
added to bolus 5-FU/LV as first-line therapy. Median 
survival was 16.6 and 12.9 months for the FU/LV/
bevacizumab group and for the FU/LV/placebo 
patients, respectively, resulting in a non-significant 
increase in median OS by 3.7 months (HR = 0.79; 
p = 0.16). Also within this study, the addition of 5 mg/
kg bevacizumab to 5-FU/LV resulted in a statistically 
significant in cr ease in median PFS by 3.7 months 
(HR = 0.50; p = 0.0002).

Another study [56] investigated the safety and effi-
cacy of adding 5 mg/kg bevacizumab to 5-FULV/FA, 
and found a non-significant increase in median OS by  
7.7 months (HR = 0.63). This study did not report on 
PFS but on the time to disease progression (TTP), 
defined as the time from randomization up to objective 
tumor progression. TTP was used as a primary end-
point for this trial. The results showed that the addition 
of bevacizumab at 5 mg/kg produced a statistically 

significant increase in TTP by 3.8 months as against 
FU/LV alone (9.0 vs. 5.2 months, p = 0.005).

The combined analysis of the above three studies 
reported a 26% reduction in the daily death risk with 
bevacizumab plus 5-FU/LV vs. 5-FU/LV or IFLV alone, 
with an HR of 0.74 (p = 0.0008) and a significant  benefit 
in terms of median PFS in patients treated with FU/LV 
plus bevacizumab vs. FU/LV or IFLV (8.77 vs. 5.55 
months, p = 0.001) [55].

The trials indicate that bevacizumab plus 5-FU/LV 
and bevacizumab plus IFLV are clinically effective in 
comparison with standard chemotherapy options for 
the first-line treatment of metastatic CRC.

Randomized phase II and III studies on metastatic 
colorectal cancer have demonstrated efficacy and tol-
erability of cetuximab as monotherapy or in combination 
with irinotecan after previous irinotecan and/or oxalip-
latin-based chemotherapy regimens.

Two studies reported OS estimates for patients 
receiving cetuximab in combination with irinotecan. 
The BOND trial [19] randomly assigned 329 patients 
whose disease had progressed during or within  
3 months after treatment with an irinotecan-based regi-
men to receive either cetuximab and irinotecan or 
cetuximab alone. The reported median OS was 8.6 and 
6.9 months for patients receiving the combined cetux-
imab plus irinotecan regimen and cetuximab alone, 
respectively (HR = 0.91; p = 0.48). The HR for disease 
progression in the combination-therapy group was 0.54 
(p < 0.001) indicating a 46% reduction in the disease 
progression risk as against the monotherapy group.

Cetuximab in combination with irinotecan had sig-
nificantly more adverse events (any grade 3 or 4 
adverse event) than cetuximab alone, 65.1 vs. 43.5% 
(p < 0.001). Key toxicities associated with cetuximab 
plus irinotecan were the presence of an acne-like rash 
(80% in each group), diarrhea, and neutropenia.

Based on scientific background, Saltz et al. [74] 
conducted a phase II study to formally evaluate the 
activity and safety of cetuximab plus irinotecan in 
patients with irinotecan-refractory colorectal cancer. 
Five patients achieved a partial response, whereas 21 
additional patients had stable disease or minor res-
ponses. Median OS, meant as the time span from the 
beginning of treatment to death, for the 57 treated 
patients was 6.4 months, and the median time to pro-
gression was 2.9 months. Therefore, the evidence on 
TRRs suggests that cetuximab plus irinotecan has 
some clinical activity.
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Furthermore, in the first-line setting, building on 
promising phase II data, the Crystal trial, a randomized 
phase III study of irinotecan and 5-FU/LV (FOLFIRI) 
with or without cetuximab as front-line therapy in 
1,217 patients with metastatic colorectal cancer, found 
a significant increase in both response rates (46.9 vs. 
38.7%; p = 0.005) and the primary endpoint of PFS (8.9 
vs. 8 months, p = 0.036) in the cetuximab arm [85].

In the subgroup analysis, a quantitative PCR method 
in codons 12/13 was used to assess the K-RAS status 
in 587 patients whose tumor samples were available, 
and it showed a statistically significant difference in 
PFS (HR = 0.68; p = 0.0167) in favor of 346 patients 
with K-RAS wild-type genes who had received cetux-
imab, and the best overall response was 59.3% (cetux-
imab + FOLFIRI) vs. 43.2% (FOLFIRI) (p = 0.0025). 
When the K-RAS mutation status was assessed for 
cetuximab and FOLFIRI vs. FOLFIRI alone, no sig-
nificant differences in PFS (HR = 1.07; p = 0.75) or the 
best overall response (p > 0.46) were observed. In the 
ITT population, there was no OS advantage in all 
patients who had received cetuximab vs. FOLFIRI 
alone (19.9 vs. 18.6 months; HR = 0.931 p = 0.305).

In K-RAS wild-type patients, median OS was  
24.9 months in those treated with cetuximab vs.  
21 months in those who had been given FOLFIRI 
alone, but again the difference was not significant 
(HR = 0.844; p = 0.217). The lack of significance here 
was thought to be driven by high crossover for the pla-
cebo group and low statistical power.

The OPUS trial, a randomized phase III study of 
FOLFOX-4 regimen with or without cetuximab as 
first-line therapy in 338 patients with metastatic col-
orectal cancer, found that the overall response rate 
increased by 10% (46 vs. 36%) following addition of 
cetuximab to FOLFOX-4 vs. FOLFOX-4 alone. 
However, it was not possible to determine a statisti-
cally significant increase in the odds of response 
(p = 0.064). The risk of disease progression was similar 
for both the ITT (n > 337) (HR = 0.93; p = 0.6170) and 
K-RAS populations (DNA suitable for the K-RAS 
mutation analysis was extracted from the tumor sam-
ples of 233 patients) (HR = 0.928; p = 0.6609).

However, when retrospective efficacy analyses 
were carried out in the K-RAS group according to 
K-RAS mutation status, striking differences were 
seen. Patients whose tumors were K-RAS wild-type 
had a clinically relevant increase in the chance of 
response (61 vs. 37%; odds ratio 2.544; p = 0.011), and 

a just as significant decrease in the risk of disease pro-
gression (61 vs. 37%; HR = 0.57; p = 0.0163). On the 
contrary, patients whose tumors carried a K-RAS gene 
mutation were more likely to derive a trend for 
improved PFS time if treated with FOLFOX-4 alone 
rather than with cetuximab plus FOLFOX-4 
(HR = 1.830; p = 0.0192) [11].

These data, like those from the CRYSTAL study, 
confirm the activity of cetuximab to be restricted to 
patients with K-RAS wild-type tumors.

Furthermore, given that in the CRYSTAL study 
subgroup analyzes by K-RAS mutation status for 
cetuximab and FOLFIRI vs. FOLFIRI alone demon-
strate no difference in PFS between the treatment 
groups, the type of chemotherapy may be a factor in 
any possible interaction.

It is interesting to note that the phase III CAIRO2 
trial, in which patients were randomized to receive 
CAPOX (capecitabine/oxaliplatin) and bevacizumab 
or the same combination regimen plus cetuximab, 
found that the addition of cetuximab to CAPOX plus 
bevacizumab did not have any impact on the overall 
response, median PFS, or OS rates. When patients 
were grouped according to their K-RAS status, patients 
with mutant K-RAS who received CAPOX with the 
dual biologic agents experienced a significant 4-month 
reduction in median PFS compared with CAPOX plus 
bevacizumab with excess toxicity, particularly skin 
toxicity and diarrhea [83]. The findings from this study 
demonstrate that the use of bevacizumab plus cetux-
imab in combination with CAPOX chemotherapy in 
the first-line setting did not provide any clinical bene-
fit, and raised the possibility of a negative interaction 
between anti-EGFR antibodies and bevacizumab when 
combined with chemotherapy.

Another randomized phase III trial (n > 1,053) evalu-
ated panitumumab plus bevacizumab and (oxaliplatin – 
and irinotecan-based) chemotherapy as first-line tre a t m ent 
for metastatic colorectal cancer. Within each chemo-
therapy cohort, patients were randomly assigned to 
bevacizumab and chemotherapy with or without panitu-
mumab. The primary endpoint was PFS within the 
oxaliplatin cohort, whereas the primary endpoint for 
irinotecan-based chemotherapy was to describe safety. 
PFS was significantly worse in the panitumumab arm 
within the oxaliplatin-based chemotherapy group (HR= 
1.44; p = 0.004). K-RAS analyzes showed adverse out-
comes for the panitumumab arm in both wild-type and 
mutant groups. Therefore, the addition of panitumumab 
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to bevacizumab and oxaliplatin or irinotecan-based che-
motherapy resulted in increased toxicity and decreased 
PFS [49].

14.8.2.1  Metastatic Colon Cancer Setting 
Recommendations

In metastatic colon cancer care, there have been a very 
rapid progress of knowledge and a wealth of new data 
in recent years, which has no match in the adjuvant 
setting that necessitates a longer time period to obtain 
the results from RCTs.

This amount of information and data needs to be 
confirmed and classified before strong guidelines and 
recommendations can appear, and therefore in the 
short run, the correct application of the information 
derived from RCTs is the only way to pursue the inter-
est of each single patient. Furthermore, the cost of such 
new treatments needs to be carefully balanced against 
potential advantages, which is up to regulatory entities 
and national governments.

Anyway, ASCO has recently published and intro-
duced the “provisional clinical opinions (PCOs)” which 
are based on the expedited review of potentially prac-
tice-changing evidence. The first PCO was on the use 
of K-RAS to help select patients with advanced/meta-
static colon cancer to be treated with the monoclonal 
antibody cetuximab or panitumumab.

14.9  Breast Cancer

Breast cancer is the most common malignancy in 
women worldwide with a higher prevalence in indus-
trialized countries, and it is the leading cause of can-
cer-related mortality. Some patients with early breast 
cancer may be cured with loco-regional treatment 
alone, whereas the majority will have undetectable 
(micrometastatic) disease and require adjuvant sys-
temic therapy. Both adjuvant hormonal therapy and 
chemotherapy together with the new targeted therapies 
like trastuzumab can improve DFS and OS rates in 
premenopausal and postmenopausal women. The deci-
sion on how to treat early stage breast cancer with a 
multidisciplinary approach is one of the most difficult, 
due to the large amount of clinical trials sometimes 

having contradictory results. To help clinicians in the 
decision-making process, different tools have been 
made available including treatment guidelines devel-
oped by experts on the basis of evidences provided by 
clinical trials and transferred into applications for indi-
vidual patient care (for example, the National Cancer 
Center Network Guidelines are updated yearly in 
line with new data appearing in the literature as well 
as with the American Society Clinical Oncology 
Guidelines).

Moreover, since 1978, experts’ opinions are sum-
marized in a consensus conference that takes place in  
St. Gallen every 2 years in order to define recommen-
dations on how to select the best options for adjuvant 
systemic treatments in each specific subgroup of early 
breast cancer patients [39]. Established prognostic fac-
tors are age, nodal status, tumor size, and grade. The 
amount of estrogen and progesterone receptors define 
the so-called endocrine responsiveness that may be 
regarded as a prognostic and predictive factor, and may 
be used to classify tumors into three major categories: 
estrogen and progesterone-receptor-positive tumors, 
which may be considered as highly endocrine respon-
sive, and for which the main (and eventually the only 
necessary) adjuvant therapy may be hormone therapy; 
estrogen and progesterone-receptor negative tumors, 
which may be regarded as endocrine nonresponsive, 
for which adjuvant chemotherapy is effective, and so 
far, the only evidence-based therapy, irrespective of 
menopausal status; and an intermediate category with 
tumors having a low level of receptors, for which both 
endocrine therapy and chemotherapy would be 
required. Another prognostic and predictive marker is 
human epidermal growth factor receptor 2 (HER-2), 
which is the target of the monoclonal antibody trastu-
zumab. Gene expressing profiles (the 21-gene assay 
Oncotype DX, and the 70-gene assay MammaPrint) 
are newer prognostic, and probably predictive, tests. 
Clinical trials are ongoing to validate these tools for 
the selection of the most adequate treatment.

As we know, EBM was created to make order in a 
jungle of data and to help young clinicians who have 
no personal experience with the interpretation of data, 
and to give them the ability to select important findings 
from anecdotic data, applying a scale of levels of evi-
dence ranking from bottom to top as the one obtained 
from meta-analyses of RCTs. Some examples on the 
issue of early breast cancer treatment found in the lit-
erature are reported.
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14.9.1  Adjuvant Endocrine Therapy

Hormonal treatment with ovariectomy was the first 
“target therapy” used as adjuvant endocrine treatment. 
More recently, hormonal agents including ovarian sup-
pression with luteinizing hormone-releasing hormone 
(LHRH), the antiestrogen tamoxifen and aromatase 
inhibitors (AI), which are divided into nonsteroidal 
(e.g., anastrazole and letrozole) and steroidal (e.g., 
exemestane) were used. A level I of evidence was 
proven for tamoxifen as adjuvant treatment in stage I 
or stage II breast cancer patients. Actually, the benefit 
of tamoxifen was investigated by a meta-analysis 
 published in 2005: the 15-year absolute reductions 
in recurrence and mortality rates with a 5-year admin-
istration were confined to women with ER-positive or 
ER-unknown tumors, irrespective of lymph node sta-
tus, menopausal status, age, and use of chemotherapy 
[25]. Tamoxifen, taken for 5 years, reduces the annual 
odds of disease recurrence and death by 47 and 26%, 
respectively [25]. For this reason, tamoxifen has 
become the “gold standard” hormonal agent. Two ran-
domized trials (NSABP-14 and the Scottish study), 
which compared 5 years vs. 10 years of adjuvant 
tamoxifen administration, failed to show any advan-
tage for the continuation of therapy beyond 5 years. 
Both trials even demonstrated a trend toward a worse 
outcome associated with prolonged treatment mainly 
due to an excess risk of tamoxifen-induced endome-
trial cancer [32, 81]. The value of adjuvant tamoxifen 
after chemotherapy in premenopausal breast cancer 
women was assessed in numerous trials, including, for 
instance, the IBCSG 13–93 trial, in which 1,246 assess-
able premenopausal women with axillary node-posi-
tive, operable breast cancer received chemotherapy 
(cyclophosphamide plus either doxorubicin or epirubi-
cin for four courses followed by immediate or delayed 
classical cyclophosphamide, methotrexate, and fluo-
rouracil for three courses) followed by either tamox-
ifen (20 mg daily) for 5 years or no further treatment 
[14]. Tamoxifen improved DFS in the ER-positive 
cohort (HR for tamoxifen vs. no tamoxifen = 0.59; 95%; 
CI, 0.46–0.75; p < 0.0001) but not in the ER-negative 
cohort (HR = 1.02; 95% CI, 0.77–1.35; p = 0.89). In an 
unplanned exploratory analysis, tamoxifen showed a 
detrimental effect on patients with ER-absent disease 
vs. no tamoxifen (HR = 2.10; 95% CI, 1.03–4.29; 
p = 0.04). Patients with ER-positive tumors who had 
achieved chemotherapy-induced amenorrhea had a 

significantly improved outcome (HR for amenorrhea 
vs. no amenorrhea = 0.61; 95% CI, 0.44–0.86; 
p = 0.004), regardless of whether they received or did 
not receive tamoxifen. Different RCTs were designed 
to compare tamoxifen plus chemotherapy vs. tamox-
ifen alone in postmenopausal women: the overall 
results of the available evidence suggest that the addi-
tion of chemotherapy to tamoxifen has a significant, 
albeit small impact on survival advantage [33–35]. It is 
difficult, however, to try and identify whether suffi-
cient levels of evidence are available to spare chemo-
therapy in patients with a highly endocrine-responsive 
disease who are not expected to have an additional 
benefit from cytotoxic drugs, and also to identify the 
optimal treatment regimens to be combined with hor-
monal therapies.

In premenopausal women, a meta-analysis showed 
that ovarian ablation or suppression reduce the 
15-year absolute risk of recurrence by 4.3% and the 
mortality risk by 3.2% [25]. The comparison between 
ovarian ablation and suppression with different che-
motherapy regimens has been the object of several 
clinical trials, most of which found no difference in 
the OS and DFS rates between the treatment groups. 
However, the chemotherapy regimens did not include 
antracyclines and taxanes, which are more effective 
drugs in comparison to CMF regimen. Whether ovar-
ian suppression may provide an alternative to chemo-
therapy and whether LHRH may induce any additional 
benefit when associated with tamoxifen or AI requires 
further investigation which is now ongoing in the 
SOFT trial.

AI have recently challenged tamoxifen as “gold 
standard” hormonal treatment for postmenopausal pa t-
ients. They have been studied in prospective trials 
either as up-front therapy or sequential treatment after 
2–3 years of tamoxifen administration. A large ran-
domized trial (ATAC trial) compared tamoxifen vs. 
anastrazole vs. a combination of tamoxifen and anas-
trazole as adjuvant endocrine therapy in  postmenopausal 
women with both node-negative and node - positive 
breast cancer [37]. The results of this study suggest an 
advantage in terms of DFS, time to recurrence, and 
contralateral breast cancer rate for the anastrazole arm 
as compared to the tamoxifen and the combination 
arms. The absolute benefit for time to recurrence has 
increased from 2.8% at 5 years to 4.8% at 100 months, 
showing a carry-over effect similar to that reported 
with tamoxifen and indicating that the benefit persists 
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after discontinuation of the drug. No significant differ-
ence in the OS rates has been observed so far. Three 
randomized trials (ABCSG 8, ARNO 95, and ITA tri-
als) were performed to evaluate the switch to anastra-
zole after 2–3 years of tamoxifen administration. The 
overall results suggest that switching to anastrazole 
improves DFS rates significantly as compared to con-
tinuing tamoxifen [10, 52]. A meta-analysis on  up-
front, switching, and sequencing anastrozole in the 
adjuvant treatment of early breast cancer was pub-
lished in 2008 [5]. The combined hazard ratio of four 
trials for event-free survival (EFS) was 0.77 (95%CI: 
0.70–0.85; p < 0.0001) for patients treated with anas-
trozole vs. tamoxifen. In the second analysis in which 
only ITA, ABCSG 8, and ARNO 95 trials were 
included and ATAC (up-front trial) was excluded, the 
combined hazard ratio for EFS was 0.64 (95%CI: 
0.52–0.79; p < 0.0001). In the third analysis including 
the hazard ratio for recurrence-free survival (excluding 
nondisease related deaths) of estrogen receptor-posi-
tive patients for the ATAC trial and the hazard ratio for 
EFS of all patients for the remaining trials, the com-
bined hazard ratio was 0.73 (95%CI: 0.65–0.81; 
p < 0.0001).

In conclusion, it seems that a level I of evidence 
was reached for AI, which are more effective than 
tamoxifen in the adjuvant hormonal treatment of early 
breast cancer. An analysis of the elderly population 
was performed in another four-arm double-blind ran-
domized trial (BIG-1-98) that compared 5-year tamox-
ifen vs. 5-year letrozole vs. crossover to a sequence of 
both drugs at 2 years [18]. The results confirmed that 
the aromatase inhibitor letrozole was safe also in this 
group of patients. The updated study was presented at 
the last San Antonio Breast Cancer Symposium: at a 
median follow-up time of 71 months, the monotherapy 
update suggests improved survival for the letrozole 
group vs. the tamoxifen arm. The sequential treatments 
did not improve DFS as against letrozole alone. Trends 
support the initial use of letrozole in patients at higher 
risk of relapse as, for instance, those with a large num-
ber of positive nodes. Patients commenced on letrozole 
can be switched to tamoxifen if required. Until further 
clinical evidence comes up, AI should be the initial 
hormonal therapy in postmenopausal early breast can-
cer patients, and switching should be considered only 
for patients who are currently receiving tamoxifen. 
Distant DFS was taken as a surrogate endpoint for sur-
vival, due to the large amount of crossover treatment 

among patients that probably will obscure the survival 
benefit in the entire population.

Letrozole was evaluated also as extended therapy 
after 5 years of tamoxifen in a randomized, double-
blind trial (MA-17) in a group of postmenopausal 
women already treated with tamoxifen [40]. The first 
interim analysis (median, 2.4 patient years) showed 
substantial benefits from letrozole in terms of DFS and 
distant DFS, and all patients were unblinded and offered 
the drug. An OS advantage was observed in the node-
positive patient subgroup. Despite two thirds of the 
patients crossing over to letrozole, an ITT analysis at 
54 months’ follow-up continued to demonstrate the 
strong beneficial effect of extended adjuvant letrozole 
[40–42]. Furthermore, a significant benefit was dem-
onstrated among patients who had been randomized to 
placebo but elected to take letrozole after a prolonged 
washout from previous tamoxifen (late extended adju-
vant therapy).

In one randomized trial (Breast International Group-
9702), the switch to exemestane after 2–3 years of 
 treatment with tamoxifen was investigated. This study 
com pared a 5-year tamoxifen administration vs. 2–3 
years of tamoxifen followed by exemestane up to  
5 years, and it demonstrated an advantage in terms of 
DFS, but not in terms of OS, for the switching arm [15].

On the basis of the DFS advantage, AI have become 
the new standard adjuvant therapy in postmenopausal 
women especially if at higher risks; however, because 
of lack of evidence of a clear benefit in terms of OS, 
tamoxifen remains a valid option as standard treat-
ment, especially in lower-risk patients. Survival bene-
fits must be balanced against long-term adverse events 
and costs.

14.9.2  Adjuvant Chemotherapy

A level I of evidence exists for adjuvant chemotherapy 
that improves disease-free and OS rates for early stage 
breast cancer patients, irrespective of nodal status. 
According to the National Comprehensive Cancer Net-
work (NCCN) guidelines and St. Gallen recommenda-
tions, adjuvant chemotherapy is indicated for healthy 
patients with node-positive breast cancer or node-nega-
tive disease at high risk of relapse for the presence of 
other unfavorable prognostic factors, such as tumor size 
greater than 1 cm, younger age (<35 years), high tumor 
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grade, and estrogen and progesterone-receptor negative 
status [39]. These data came from the EBCTCG meta-
analysis, which summarized the results of about 80 ran-
domized adjuvant trials initiated in 1995 [25]. An 
antracycline-based chemotherapy regimen is the first 
choice chemotherapy, but its benefits vary among 
patient groups. Generally, the benefit is probably greater 
in HER2 and topoisomerase II overexpressing tumors 
and younger patients, whereas it is smaller in hormonal 
receptor-positive patients, HER2-negative, and node-
negative patients. Several RCTs explored the impact of 
adding taxane (paclitaxel and docetaxel) to an antracy-
cline-based regimen: a meta-analysis of 13 trials has 
shown that inclusion of taxane improved both DFS and 
OS, with an absolute benefit of 5 and 3%, respectively 
[21]. More recently, a Cochrane review focusing on the 
role of taxanes in the adjuvant setting has examined the 
results of 12 out of 20 RCTs, and it has found out that 
adjuvant chemotherapy including a taxane drug lowers 
the cancer death risk and reduces the number of recur-
rences: the HR for DFS and OS was 0.81 (95% CI 
0.77–0.86; p < 0.00001) and 0.81 (95% CI 0.75–0.88; 
p < 0.00001), respectively, which is in favor of taxane-
containing regimens [29]. Further trials are needed to 
find the best way to use a taxane drug when it is given 
in combination with other nontaxane chemotherapy 
drugs. The Oncology Research Trial 9735 compared 
four courses of a nonantracycline-containing regimen 
(Docetaxel-Cyclophosphamide, DC regimen) vs. the 
standard adriamycin plus cyclophosphamide (AC) regi-
men : after a 7-year follow-up period, the DC regimen 
significantly improved DFS and OS as against the AC 
regimen, and the benefit was independent of HER2 sta-
tus and age [54]. This study demonstrated for the first 
time an advantage of a nonantracycline containing regi-
men over antracycline-based chemotherapy in a sub-
group of patients for whom a shorter length of therapy 
(four courses) may be adequate, such as intermediate or 
low risk patients (node-negative, one to three positive 
lymph nodes, ER-positive) or patients with cardiovas-
cular disease or already treated with antracycline. Even 
if the subgroup analysis should be regarded only as 
“hypothesis-generating” and is not a valid tool for 
EBM, it is to be considered ,for instance, when evaluat-
ing a special patient population like the elderly. In this 
case, what is “evidence-based” for younger patients 
may not apply due to comorbidities typical of older 
age. For instance, even if the meta-analysis suggested 
the benefit of anthracycline containing regimens in 

node-positive patients, this approach may be contrain-
dicated in a woman who suffered a previous myocardial 
infarction. Moreover, an increased risk of heart failure 
following anthracycline administration is noted mainly 
in the subgroup of patients over 65 [82]. Furthermore, 
until recently, all RCTs have had an upper age limit of 
65 years that prevented their results from being extended 
to the overall population of women aged 70 or more. 
On the other hand, only few trials started in this group 
of patients due to different and well-noted methodolog-
ical problems [17].

14.9.3  Monoclonal Antibodies

HER2 receptor, which is overexpressed in about 20% 
of primary breast cancer, is the target of the recombinant 
humanized monoclonal antibody trastuzumab. This 
molecular therapy was proven to be one of the most 
successful rationally designed biological cancer thera-
pies, contributing to a major achievement in the oncol-
ogy field. The important role of the drug was first 
demonstrated in a work on metastatic breast cancer 
patients, but the survival advantage in this study was 
noted with a post-hoc analysis in the pivotal trial of the 
group of patients with IHC 3+ staining [79], which 
confirmed the assumption that not all HER 2-positive 
patients (as, for instance, those with 1+ or 2+ staining) 
derive the same survival advantage, but only a minority 
of them. On the other hand, we would have lost one of 
the most important drugs of the last decades if we had 
concentrated on the overall data and not on the real tar-
get group with HER 2 overexpression. Six RCTs have 
addressed the role of this drug in the adjuvant setting in 
combination or in sequence with chemotherapy: the 
NSABP B-31 study, the North Central Cancer Treat-
ment Group (NCCTG) N9831 trial, the herceptin adju-
vant (HERA) trial, the Breast Cancer International 
Research Group (BCIRG) 006 study, the Finland 
Herceptin (FinHER) study and the French and Belgian 
cooperative study programs d’Actions Concertees 04 
(PACS-04) [70, 80]. Overall, the results of all available 
studies show with a level I of evidence that the addic-
tion of trastuzumab to chemotherapy or its use after 
chemotherapy have a positive effect in early-stage 
HER2-positive breast cancer patients. The NCCN 
Guidelines recommend that adjuvant trastuzumab ther-
apy be administered as a standard treatment in patients 
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with node-negative, high risk, or node-positive early-
stage breast cancer overexpressing HER2: trastuzumab 
improves disease-free, and probably overall, survival 
rates, irrespective of age, axillary node metastases, and 
estrogen and progesterone-receptor status. Direct com-
parison of these studies is difficult because they dif-
fered in design: in the NSABP B-31 and the NCCTG 
N9831 trial, trastuzumab was administered during and 
after a taxane regimen following four cycles of doxoru-
bicin and cyclophosphamide; [70] the HERA trial 
explored 1 or 2 years of trastuzumab therapy after 
completion of adjuvant chemotherapy; [67] the BCIRG 
006 trial assessed the use of trastuzumab in combina-
tion with platinum-based chemotherapy; [78] the 
FinHER trial tested a short course of trastuzumab 
administered concomitantly with adjuvant chemo-
therapy; [53] finally, the PACS-04 trial focused on a 
1-year administration of trastuzumab after the end of 
chemotherapy in node-positive, HER2-positive breast 
cancer patients [80]. As a result of different trial 
designs, uncertainties remain about the ideal timing, 
optimum schedule, and preferable duration of treat-
ment with trastuzumab as well as the optimal chemo-
therapy regimen it should be associated with. However, 
current data do not support the use of trastuzumab for 
longer than 1 year. Trastuzumab has an acceptable tox-
icity profile: the incidence of cardiac toxicity derived 
from chemotherapy associated with trastuzumab ranges 
from 0.5 to 4%. Other targeted therapies such as lapa-
tinib and pertuzumab are going to be investigated in 
further investigational trials.

14.9.4  Neoadjuvant Therapy

Primary systemic chemotherapy (PSC) or neoadjuvant 
chemotherapy has been increasingly used in order to 
obtain tumor downstaging and consequently increase 
the rate of breast-conservation surgery, to evaluate the 
treatment effect in vivo, and possibly to improve out-
comes. Early trials of primary systemic therapy com-
pared the same schedule of chemotherapy before or 
after standard surgical treatment. The NSABP B-18 
trial randomized patients to four courses of antracy-
cline-based chemotherapy before and after surgery [88]. 
No difference in OS was observed, but the rate of breast-
conservation surgery performed among patients receiv-
ing PSC was higher. Furthermore, patients with com plete 

pathological response to PSC had improved DFS and 
OS. Subsequent trials evaluated if different neoadjuvant 
regimens could improve outcome: the NSABP B-27 
trial is a three-arm study comparing a preoperative 
antracycline-based regimen (AC) vs. an AC followed 
by four courses of docetaxel (T); the addition of T to 
AC did not have a significant impact on DFS or OS. 
Preoperative T added to AC significantly increased the 
proportion of patients with pathological complete 
responses (pCRs) over preoperative AC alone (26 vs. 
13%, respectively; p < 0.0001) [7]. An update of the 
NSABP Protocols B-18 and B-27 was published: in 
both studies, patients who had achieved pCR continued 
to have significantly better DFS and OS outcomes vs. 
patients who had not. B-18 and B-27 suggest that pre-
operative therapy is equivalent to adjuvant therapy. 
B-27 also shows that the addition of preoperative 
 taxanes to AC improves response rates [68]. A first 
 meta-analysis assessed the effectiveness of neoadjuvant 
chemotherapy on clinical outcome [60] by reviewing 
the results of fourteen RCTs comparing adjuvant and 
neoadjuvant chemotherapy. Overall, these trials included 
5,500 patients with early breast cancer. Survival rate 
was equivalent in both groups; however, breast conser-
vation surgery was offered more frequently to patients 
treated with neoadjuvant therapy without having an 
influence on the local recurrence rate and therefore giv-
ing more opportunities to women to conserve their 
breast. A second meta-analysis on the use of taxanes as 
primary chemotherapy for early breast cancer was per-
formed by Cuppone et al. [20]. Seven RCTs were 
 identified collecting 2,455 patients. Patients receiving 
taxane-containing regimens had a significantly hi gh er 
rate of breast conservation surgery (p = 0.012) and pCRs, 
but the differences were not statistically significant. 
Patients receiving taxanes as a sequential schedule 
had a significant higher probability to achieve pCR 
(p = 0.013), whereas the use as a concomitant schedule 
gives the patients a significantly higher probability to 
achieve BCS (p = 0.027). The complete response rate 
was significantly higher in the taxane arms, regardless of 
the adopted strategy. In conclusion, the combination of 
taxanes and anthracyclines as neoadjuvant chemother-
apy for early breast cancer improves the chance of 
achieving both higher BCS and pCR rates. The role of 
trastuzumab in the neoadjuvant setting has been evalu-
ated by several phase II trials. One phase III randomized 
trial showed a higher pCR rate in patients with HER2-
positive breast cancer after concurrent administration of 
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trastuzumab and paclitaxel followed by concurrent tras-
tuzumab and 5-fluorouracil, epirubicin, and cyclophos-
phamide (FEC) preoperative chemotherapy: 42 patients 
were randomly assigned to either four cycles of pacli-
taxel followed by four cycles of FEC or to the same che-
motherapy with simultaneous weekly trastuzumab for 
24 weeks [13]. In the second cohort, the pathological CR 
rate was 54.5% (95% confidence interval, 32.2–75.6%), 
and the pathological CR rate among all patients treated 
with chemotherapy plus trastuzumab was 60% (95% CI, 
44.3–74.3%). The safety data did not demonstrate any 
significant difference between the two treatment arms.

In conclusion, early breast cancer treatment is one 
of the oncology domains in which EBM is the leading 
condition to look at the enormous amount of published 
data. This methodology can help in the decision- 
making process. As already mentioned, we have now 
the opportunity to summarize the findings of similar 
trials in meta-analysis that can help when contrasting 
data are reported but, in spite of all that, many open 
questions remain to be clarified by future well-planned 
and well-conducted trials.

14.10  Closing Remarks

In modern medicine there is a growing need to define 
strategies, recommendations and guidelines, which 
support clinicians in their daily practice, and make 
patients much more confident that their best interest is 
being taken care of. In oncology, knowledge has 
evolved so rapidly, particularly in the last decade, and 
the quantity and quality of new therapeutic possibili-
ties and strategies have changed so quickly that it is 
objectively difficult to keep oneself up-to-date and 
take account of new developments in order to make the 
right decision (to be updated for the right decision. 
One of the modern ways in the clinical decision-mak-
ing process is to rely on evidence, follow guidelines 
and their recommendations.

However, the gap between the amount of informa-
tion produced yearly and the time to get guidelines 
updated is increasing tremendously. Actually, ASCO 
produced the first guideline on the correct use of 
hematopoietic growth factors in 1994, published there-
after 25 additional guidelines, and as a rule intended to 
update them every 3 years. However, it is currently 
developing nine new guidelines and updating eleven 

old ones. Furthermore, ASCO has very recently intro-
duced ”PCOs,” which are based on expedited review 
of potentially practice-changing evidence.

The first PCO has been published in the very recent 
past to help select patients with advanced/metastatic 
colon cancer for treatment with the monoclonal anti-
body cetuximab or panitumumab.

At the same time (November 2008) also the NCCN 
announced important updates of the Guidelines on 
Colon and Rectal Cancer. The recommendation is that 
a determination of the K-RAS gene status of either the 
primary tumor or a site of metastasis be part of the 
pretreatment work-up for all patients diagnosed with 
metastatic colorectal cancer. Consequently, the epider-
mal growth factor receptor (EGFR) inhibitors, cetux-
imab and panitumumab, either as single agents or, in 
the case of cetuximab, in combination with other 
agents, are now recommended only for patients with 
K-RAS wild-type tumors.

In the late ’90 numerous organizations in Europe 
began to establish rules to improve the quality of medi-
cine. In particular, within the Cochrane Collaboration 
several national organizations, like NICE in Great 
Britain, and the European Society for Medical Oncology 
(ESMO), were created to support the use of EBM.

In particular, ESMO has developed and dissemi-
nated clinical recommendations to all European and 
non-European oncologists to achieve high common 
standards of medical practice for patients all over 
Europe. The principles of the ESMO Clinical Re comm-
endations are: “to create a set of statements for an 
essential standard of care; to be disease or topic-ori-
ented; to be evidence-based; to have an emphasis on 
medical oncology; and to be annually updated.”

In this respect, by recognizing the continuous huge 
amount of new information deriving from the increas-
ing number of clinical trials, the ESMO has made a big 
effort to produce up-to-date recommendations. The 
last publication in Annals of Oncology (Volume 20, 
Supplement 4, May 2009) deals with ten different top-
ics and 54 different clinical recommendations.

The evolution in the area of EBM has been so rapid 
that from the early ’90s a profound revision of terms and 
strategies occurred. ASCO and ESMO clinical recom-
mendations still use the grading system divided into five 
levels of evidence (from I, the strongest, to V, the weak-
est) and four grades of recommendations (from A to D).

The evolution of this system is represented by the 
GRADE system, currently adopted worldwide by more 
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than 25 health organizations. This approach provides a 
complete and transparent methodology for grading the 
level of evidence and strength of recommendations for 
patient management. The quality of evidence is classi-
fied in four levels, namely high, moderate, low and 
very low. In the process of grading evidence, an impor-
tant role is played also by patient representatives.
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15.1  Comparative Effectiveness

This work did not focus on comparative effectiveness, 
because it will be considered in a separate series. It is, 
nevertheless, necessary to stress that evidence-based 
treatment and comparative effectiveness analysis of 
treatments are two sides of the same coin. Both together 
would provide a strong scientific foundation in formu-
lating evidence-based policies thereby improving the 
quality, efficiency, effectiveness, long-term consistency, 
and sustainability of the health care system. These 
evidence-based policies would be equated to the 

standard of care, which would have a higher bar in 
courts. The preceding chapters have clearly made the 
point that clinical evidence-based decisions are driven 
by a clinical question that either the clinician poses, or 
(and) the patient may pose as well. Hence, from that 
starting point, a research synthesis question is devel-
oped, which is framed within the constraints of the 
patient characteristics, the interventions under consid-
eration, and the clinical outcome sought – hence the 
acronym, PICO.

The PICO question is so stated as to provide the 
keywords necessary to gain access to the entire body 
of published reports on the question of interest, the 
available bibliome corpus. Several fully validated 
instruments are then utilized to establish the best research 
evidence. Having obtained the best available evidence, 
the research synthesis investigator then obtains a con-
sensus statement, which the clinician integrates in the 
process of clinical decision making for treatment inter-
vention. These decisions incorporate on an equal foot-
ing the best available evidence, and the patients’ needs/
wants, medical and clinical history, and insurance cov-
erage (or means for private payment). The process is 
grounded on the logic model, which, as discussed in 
earlier chapters, permits careful formative and summa-
tive evaluation by means of fully validated instruments 
(e.g., AMSTAR, AGREE, GRADE).

Typically, an evidence-based provider would 
approach the patient with a statement such as: the best 
available evidence for your condition recommends this 
or that treatment intervention. Now, in your case, with 
your history, etc., these are my clinical re com-
mendations.

In other words, the best available evidence is an 
adjuvant for optimal treatment care for every individ-
ual patient. Clinical evidence-based decision making 
is par excellence personalized health care.

Future Avenues of Research Synthesis for 
Evidence-Based Clinical Decision Making
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Core Message

This book presented a state-of-the-art compi- ›
lation of chapters by several experts in the 
field of research synthesis and evidence-based 
decision making in the clinical setting. This 
collection of work, taken together, not only 
sets the present state of knowledge in the field, 
but also points to lacunae, which will be 
addressed and resolved in the next one or two 
decades.
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Comparative effectiveness research1 (or analysis) 
also rests on the best available evidence, which it 
obtains by means of exactly the same research synthe-
sis process: a PICO question is formulated, in which 
the outcome, O, focuses on cost– and risk–benefit rela-
tionships. Differences arise at the tail-end of the pro-
cess, where decisions are grounded on a probabilistic 
model (cf., earlier chapters), akin to the Markov deci-
sion tree. Clinical decisions that rest on comparative 
effectiveness analysis are oriented toward societal ben-
efits (i.e., financial, risk-minimizing).

It is fair to say, as has already been proposed in the 
pertinent research literature, that comparative effec-
tiveness analysis is the other side of the same coin as 
evidence-based treatment interventions [5, 6]. One focuses 
on effectiveness issues from the viewpoint of societal 
benefit and reducing overall costs, the other is directed 
at individualized health care. One cannot be consid-
ered without consideration of the other.

Future research in the field will increasingly estab-
lish the intertwined nature of the relationship between 
comparative effectiveness research and analysis on one 
hand, and evidence-based clinical decisions for opti-
mal treatment on the other.

Moreover, cognizant of the fact that both these ele-
ments rely on the entire body of available information 
about a given patient population (“P” in PICO), future 
research will increasingly recognize the urgency of the 
need for human information technology (HIT) in this 
sector. It is urgent, timely, and critical that we develop 
databases of patient histories, so that as the product of 
research synthesis becomes available, they may be 
integrated with these HIT repositories, and probabilis-
tic (comparative effectiveness) or logic model 
 (evidence-based treatment) decisions obtained by com pu-
t er ized algorithms.

Finally, and perhaps most importantly, because 
both comparative effectiveness analysis and evidence-
based intervention depend upon the systematic 

evaluation of the best available research evidence (i.e., 
research synthesis), future research in the field of 
research synthesis must reach novel and improved 
frontiers in the next decade.

15.2  Research Synthesis: Where Do We 
Need To Go in the Next Decade?

15.2.1  Level of the Evidence vs.  
Quality of the Evidence

Currently, most systematic reviews present an assess-
ment of the “level of the evidence,” as was discussed in 
several chapters. This is typically obtained based on 
the pyramid schematic representation of research. The 
pyramid, which places systematic reviews and clinical 
trials at the top, and animal and bench research at the 
very bottom, was constructed with an effort to provide 
some guidance for grading the usefulness of research 
reports in the context of immediate use in the clinical 
context [2, 6]. Although by its mere structure, it implies 
that clinical trials are “better than” fundamental mech-
anistic research, the pyramid was not really meant to 
proffer such a (destructive and blatantly wrong) mes-
sage. It is clear in the minds of most clinicians that 
basic experiments involving genomic or proteomic 
endpoints, or cells in culture or animals can, and do, 
provide novel and critical knowledge, which is indis-
pensable for developing sound clinical trials. In fact, in 
the absence of solid fundamental studies, randomized 
clinical trials could never see the light of day, they 
would be impossible to run if they did, and if they were 
run, they could never be interpreted.

So, really, the pyramid – if that is what we want to 
use – should be inverted.

Another issue that disqualifies the pyramid of the 
level of evidence as presently used is that it places 
cohort studies at a mediocre “level of evidence.” However, 
researchers know well that, before a clinical trial can 
be effectively designed, observational studies, such as 
cohort studies, will provide critical data. Moreover, in 
several clinical situations, randomization is not possi-
ble, and control group would be unethical: thus, negat-
ing the possibility of running a clinical trial, and of 
obtaining a “high level of evidence” study.

So, in fact, the pyramid should be done away with!

1Comparative effectiveness research (or analysis) in health care 
is best defined as the process of generation and synthesis of 
scientific evidence that compares the benefits and harms of 
alternative methods to prevent, diagnose, treat, and monitor 
clinical conditions, or to improve the delivery of care, in a 
concerted effort to assist patients, clinicians, purchasers, and 
policy makers to make informed decisions that will improve 
health care at both the individual and the population levels. 
(from the Committee on Comparative Effectiveness Research, 
Institute of Medicine, 2009).
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Last but not the least, the pyramid, in addition to 
providing a loose assessment of what is now being 
called “level of evidence” – although that too could be 
argued to be a gross misnomer: what the pyramid does 
is to provide an artificial ranking list of study designs 
supposedly pertinent to the clinical realm – not at all a 
“level” of the “evidence” – has engendered a situation 
that is proven to be increasingly detrimental to the 
field. By, in effect, closing in on certain study designs 
to the exclusion of others, it has emarginated certain 
areas of research with critical relevance for patient 
well-being. For instance, by artificially pushing down 
the value of experimental designs that serve to test new 
materials in dental and medical care (e.g., prostheses), 
it de facto excludes the possibility of performing evi-
dence-based decision making (or comparative effec-
tiveness analysis) on materials. The same is true for 
diagnostic studies, which frankly are not all repre-
sented in the pyramid.

In brief, whereas the pyramid concept was useful to 
get us started in the field in the past 2–3 decades, it is 
now time to get rid of it, or at least to reassess seriously 
what it is meant to do, what its limitations are, and 
what information it really provides. Projections are 
that continuing development in research synthesis in 
the next decade will yield to a new position with 
respect to the concept of the level of evidence.

The same can be said about the concept of the qual-
ity of the evidence. In fact, level and quality of the evi-
dence are two intertwined constructs, which must be 
carefully redefined and reassessed so that novel and 
better tools may be developed in the near future [2]. 
The salient issues with the level of evidence concept 
were discussed in the preceding section. With respect 
to the quality of the evidence, we presently have sev-
eral tools that are based on widely accepted criteria 
and standards for adequate-to-good research. Case in 
point, the Consolidated Standards of Randomized Trials 
(CONSORT), and the QUORUM and PRISMA crite-
ria for assessing the quality of meta-analyses ([3]; cf., 
Chap. 1). Nevertheless, two issues are salient: (1) the 
assessment of the quality of the evidence is not as 
widely used in research synthesis as it ought to be, and 
(2) instruments that are all-encompassing of recog-
nized criteria of excellence for research methodology 
(e.g., sampling issues, measurements issues), design, 
and statistical handling of the data are rare. It is often 
the case that research synthesis reports will attempt an 
evaluation of the quality of the evidence based on this 

trilogy of criteria, but when that is done it often suffers 
from the fact that the instrument used is an in-house 
and ad-hoc-made tool with no or little validation data.

To counter this problem, we reported elsewhere the 
full psychometric characterization of reliability, coef-
ficient of agreement and validity of a simple instrument 
that rigorously assesses the quality of the evidence 
gathered in clinical trials, observational studies, funda-
mental experimental research, materials research, and 
any such related investigation [7]. Instruments such as 
these are, and remain, however, few and far between.

It will behoove the field of research synthesis, and 
its applications and implications to both comparative 
effectiveness analysis and evidence-based clinical deci-
sion making to establish further the criteria of good 
and acceptable research, and, based upon those, novel 
or improved instruments for evaluating systematically 
the quality of the evidence.

To make a mundane example: the level of the evi-
dence relates to what was done, such as what did you 
have for dinner last night. We rank clinical trials at the 
top and observational studies as less desirable, as we 
may rank sirloin at the top and chicken as a less desir-
able dish. Quality of the evidence describes how the 
study was done: if the sirloin was burnt, it certainly 
was not a pleasant dinner! In the same fashion, a top 
level of evidence (clinical trial) does not ensure that 
the trial was in fact conducted well. If it was not, its 
outcomes ought not to be applied to patient care: better 
we rely on a well done observational study.

This brings us to another point of systematic re search 
synthesis that will see increased activity in the next 
decade. We need to refine our analyses so that we can 
red flag studies that are less than acceptable, based on 
quantifiable measures of the quality of the evidence. 
We ought to discuss and come to an agreement as to 
whether we should incorporate in meta-analyses all the 
reports obtained in the systematic search (all available 
evidence), or only those reports that are determined to 
be acceptable based on acceptable sampling analysis 
(best available evidence).

From a statistical theoretical viewpoint, one might 
argue that in a Bayesian view on evidence-based deci-
sion making, which was proposed and discussed else-
where [1, 2], the true population of the outcome of 
interest will be best approximated by incorporating all 
the available evidence, whether or not it meets accept-
able criteria. A mundane example, however, points us to 
the fallacy of this argument: if I use all the oranges  
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I have in my fruit salad, unripe oranges, ripe oranges, 
and unacceptably over-ripe (read: rotten) oranges, the 
fruit salad is bound to be unpalatable. Should we then be 
surprised if, when we use acceptable and unacceptably 
deficient reports (based on established criteria of research 
methodology, design, and statistical analysis of the data), 
we obtain less than convincing meta-analysis results.

In brief, the principle of acceptable sampling is to 
assess systematically what paper is acceptable based 
on commonly held criteria of research excellence, and 
to include only those in meta-analyses, and to use these 
assessments of the best available evidence in evidence-
based decision making [2, 4, 6]. The next decade will 
see, expectations are, substantial developments in ac c-
ep t able sampling analysis, and refinements in fixed 
and random model meta-analyses.

15.2.2  Quality of Systematic Reviews

The last two decades have witnessed an explosion in 
our ability to generate systematic reviews of the litera-
ture. The procedure and protocols have been, and con-
tinue to be refined. We have generated systematic 
reviews that most of us recognize to be superb, and 
other reviews that most of us have no hesitation in 
finding wanting. As a field, we have been able to out-
line a set of simple criteria of what makes a “good” 
systematic review. We generally agree that following 
the Cochrane Group protocol ensures pursuance of a 
high quality systematic review – even though that too 
is not full proof, and some Cochrane reviews are much 
better than others. Be that as it may, based on widely 
shared criteria of adequate-to-excellent systematic 
reviews, the field has generated a number of instru-
ments that are designed to assess the quality of system-
atic reviews [2, 6]. A good example of that is the 
AMSTAR ([6], cf., Chap. 1).

Research efforts in the next decade must converge on 
transforming the qualitative nature of the AMSTAR, and 
related instruments for the assessment of the quality of 
systematic reviews, into tools of measurements that per-
mit full quantification of these outcomes. These revised 
tools must then be fully validated psychometrically to 
ensure reliability and validity of the as sess ments.

These transformations must be actualized with the 
AMSTAR, the GRADE, the SORT, the CASP, the 
AGREE and all the assessments tools currently in use, 

and with any new ones in development. Ongoing work 
by our own research group, which will be published 
shortly, demonstrates the feasibility of this enterprise 
with the publication of the Revised AMSTAR, which 
permits full quantification of the assessment of sys-
tematic review quality.

15.2.3  Quantifying Clinical Relevance

Today, even under the best of circumstances when the 
meta-analysis is convincingly demonstrating statisti-
cally significant trends, systematic reviews generally 
produce a statement of clinical relevance that is bland 
and often misleading. We label the overall evidence as 
good or limited, but hardly any of us would not be hard 
pressed to explain in detail to the clinician what we 
mean, exactly.

Here again, research in the forthcoming decades 
will advance our field by providing clearer and better 
evaluations of clinical relevance. Our research group, 
again in a publication to be soon disseminated, has 
developed a simple algorithm by which valid and reli-
able scores are obtained, pooled, and expressed in 
quartiles. In this fashion, the upper quartile can be 
labeled with a letter grade, say A; the upper middle 
quartile might be represented by a B, the middle lower 
quartile might be given a C; and the lowest quartile 
might be valued as a D. In this simple representation of 
the final product of the systematic evaluation of the 
literature, including systematic reviews, the reader will 
have an immediate sense of the quality and clinical rel-
evance of the overall best available evidence: an A evi-
dence being better than a B evidence, better than C 
evidence and so on – a bit like, if I am permitted to 
return to a mundane example, the consumer is immedi-
ately alerted of the quality of restaurant by the rating, 
A, B, or C, that hangs from the window.

15.2.4  Toward Complex Systematic 
Reviews and Meta-Meta-Analyses 
for Evidence-Based Policies

As we stated above, the field of research synthesis that 
we use in comparative effectiveness analysis and in 
evidence-based research has exploded in the last decade. 
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Systematic reviews will continue to multiply, and the 
bibliome for any given PICO question can be expected 
to consist increasingly of multiple systematic reviews, 
in addition to multiple primary research papers.

That is to say, evidence is becoming increasingly 
more complex: it used to be the case when evidence 
was to be found in one or in several trials or observa-
tional studies. Now, evidence is to be found not only in 
primary research, but also in several systematic reviews, 
often published only a few months apart. Expectations 
are that evidence, increasingly, will have to be obtained 
as systematic reviews of systematic reviews – that is to 
say, “complex” systematic reviews, or “meta-system-
atic reviews” [2, 3, 6].

It is unclear at this point how these gargantuan sys-
tematic analyses of the best available research evidence 
will be conducted, reported, and evaluated. It is also 
unclear as to how the data of the meta-analyses from 
each of the systematic reviews incorporated in a meta-
systematic review can be pooled into a meta-meta-
analysis. There are serious conceptual as well as statistical 
problems that need to be carefully addressed and 
confronted.

It is fair to say that, of all the topics of future 
research in the field, this latter point is the issue of 
major concern. We are driven toward it, and yet we 
know little how to face it, what to expect once we will 
have faced it, and where the caveats will trip us. Yet, it 
is crucial that we do so within the next decade, lest we 
fail to serve our patient with the best available 
evidence.

15.3  Conclusion

It must be understood that the future of research 
 synthesis in health care depends not only upon the top-
ics the authors of this opus so eruditely discussed, but 
also on the few points outlined above. The future of the 
field depends as well upon two fundamental 
principles:

First, research synthesis for evidence-based deci-•	
sion making and comparative effectiveness research 
must aim at utilizing the best available evidence for 
sustainable solutions [3].
Second, research synthesis for evidence-based deci-•	
sion making and comparative effectiveness research 

must be grounded on a solid pedagogy. Students 
must be educated not only on how we do research 
synthesis, and why we must do it, but also on how 
we interpret it and why such interpretation is bene-
ficial for the individual (cf., logic model, evidence-
based health care) or for the society (cf., probabilistic 
model or the Markov decision tree for comparative 
effectiveness analysis). Education2 in the principles, 
fundamentals, and applications of research synthe-
sis in comparative effectiveness and evidence-based 
decisions is both crucial and critical for the survival 
of the society and the quality of life of all of us, at a 
local and a global level (cf., ifebdcer.org).
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